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Abstract

Neto, Joao Gongalves; Branddo, Amanda Lemette Teixeira (Ad-
visor); Tereza Figueiredo Leite, Karla (Co-Advisor). Subverting
the Conventional FDD Sequence: A Diagnosis-First Ap-
proach with Deep Learning. Rio de Janeiro, 2025. 116p. Tese
de Doutorado — Departamento de Engenharia Quimica e de Mate-
riais, Pontificia Universidade Catolica do Rio de Janeiro.

Ensuring the safety and efficiency of chemical processes requires robust
Fault Detection and Diagnosis (FDD) systems capable of detecting and distin-
guishing abnormal conditions in complex industrial environments. Traditional
model-based approaches often struggle with chemical plants’ nonlinear and
dynamic nature, making data-driven methods a particularly appealing alter-
native. This thesis presents a two-stage deep learning framework for fault de-
tection and diagnosis using the Tennessee Eastman Process as the case study.
In the first stage, a Convolutional Neural Network trained on Gramian An-
gular Summation Fields representations is used for fault diagnosis, achieving
state-of-the-art classification performance. We improved the diagnosis model’s
accuracy by systematically refining a single deep learning architecture instead
of testing multiple alternatives. In the second stage, we extend this work to
fault detection, reversing the conventional order of detection preceding di-
agnosis. We developed a detection model based on Siamese Neural Network
architecture using transfer learning from the best-performing diagnosis model
for its backbone. This approach allowed for a structured exploration of model
modifications, including freezing convolutional layers to preserve transferred
knowledge, optimizing hyperparameters for training stability, and analyzing
gradient norms to enhance learning dynamics. The results were benchmarked
against existing literature, showing the effectiveness of a focused architectural
refinement strategy in industrial FDD applications and providing a foundation

for further advancements in deep learning-based process monitoring.

Keywords
Deep learning framework; Hyperparameter optimization; Fault classifi-

cation; Transfer learning; Industrial process monitorin.



Resumo

Neto, Joao Gongalves; Brandao, Amanda Lemette Teixeira; Tereza
Figueiredo Leite, Karla. Subvertendo a Sequéncia Convenci-
onal de DDF: Uma Abordagem Iniciada com Diagndstico
e Aprendizado Profundo. Rio de Janeiro, 2025. 116p. Tese de
Doutorado — Departamento de Engenharia Quimica e de Materiais,
Pontificia Universidade Catoélica do Rio de Janeiro.

Garantir a seguranca e a eficiéncia de processos quimicos exige siste-
mas robustos de Deteccao e Diagnodstico de Falhas (DDF) capazes de diferen-
ciar condigoes anormais em ambientes industriais complexos. Nesse contexto,
abordagens tradicionais de modelagem frequentemente tornam-se impratica-
veis devido a natureza nao linear, a quantidade de varidveis e a dinamica
de plantas quimicas, o que torna métodos baseados em dados historicos uma
alternativa particularmente promissora. Neste trabalho, é apresentado um mo-
delo de aprendizado profundo em duas etapas para deteccao e diagnéstico de
falhas utilizando o Processo Tennessee Eastman como estudo de caso. Na pri-
meira etapa, uma Rede Neural Convolucional foi treinada em representacoes
do tipo Gramian Angular Summation Fields para diagnéstico de falhas, al-
cancando métricas de classificacdo equiparaveis aos reportados no estado da
arte. Em vez de investigar multiplas arquiteturas, foi feita uma investigacao
de forma sistematica buscando aprimorar uma arquitetura base da literatura.
A segunda etapa focou na deteccao de falhas, invertendo a ordem convenci-
onal de desenvolvimento comegando por deteccao seguida de diagnodstico. O
modelo de deteccao foi baseado na arquitetura de Redes Neurais Siamesas,
utilizando aprendizado por transferéncia a partir do modelo de diagnostico de
melhor desempenho como backbone. Essa abordagem possibilitou uma explo-
ragao estruturada de modificagdes no modelo base, incluindo o congelamento
progressivo de camadas convolucionais para preservar o conhecimento transfe-
rido; a otimizacao de hiperparametros para maior estabilidade no treinamento
e a analise das normas dos gradientes para melhorar a dinamica de aprendizado.
Os resultados foram comparados com a literatura existente, demonstrando a
eficicia da estratégia investigada para aplicagdes industriais de DDF e for-
necendo uma base para avancos futuros no monitoramento de processos com

aprendizado profundo.

Palavras-chave
Estrutura de aprendizado profundo; Otimizagao de hiperparametros;
Classificacao de falhas; Abordagem de aprendizado por transferéncia; Moni-

toramento de processos industriais.
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Johnny stared at the compass that he didn’t
realize he was gripping rather tightly. It no
longer looked silver in appearance, it started
to peel and reveal a black titanium underneath
the silver plating. He was given one last com-
mand, "Follow it..." before the tightening in
his chest disappeared.

Unpublished Work of Chloe Williamson, The Timekeeper.



1
General Introduction

1.1
General Contextualization

Integrating deep learning (DL) into chemical engineering has opened new
possibilities for addressing complex challenges, especially in the context of fault
detection and diagnosis (FDD). Industrial processes are inherently dynamic
and nonlinear, making them prone to operational anomalies compromising
safety, efficiency, and product quality. Traditional FDD methods often struggle
with these complexities due to the high dimensionality of chemical plants. In
contrast, data-driven approaches use process data to identify patterns, offering
solutions aligned with current industry characteristics [4, 5, 6, 7, 8, 9, 10, 11].

However, practical challenges persist. Many industrial datasets are im-
balanced, with limited fault examples compared to normal operations. Addi-
tionally, multivariate time-series data from processes exhibit intricate temporal
dependencies and cross-variable interactions, complicating fault identification
[12, 13, 14, 15, 16, 17, 18]. While DL methods show promise, their effective
application requires addressing data structure, computational efficiency, and

adaptability to diverse fault scenarios.

1.2
Motivation and Objectives

This thesis focuses on advancing data-driven FDD methodologies for
industrial processes through two interconnected studies.

The first study consists of fault diagnosis via deep learning architecture.
General machine learning studies often prioritize evaluating multiple model
types over deeply exploring a specific structure. This work focuses on refining
a single DL architecture to further investigate its potential. We transformed
multivariate time-series data into 2D representations through Gramian Angu-
lar Summation Fields (GASF). This transformation allowed us to use Convo-
lutional Neural Networks to process high-dimensional data from common fault

scenarios in chemical engineering. The key objectives included:
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— Proposing a more efficient approach to investigate deep learning solutions

for fault diagnosis.

— Addressing the high-dimensionality problem in fault diagnosis through

feature learning.
— Focusing on an single model’s structure to optimize performance.

— Improving fault classification performance in the TEP benchmark.

The second study is fault detection via Transfer Learning and Siamese
Networks (SNNs). We propose an innovative detection framework using SNNs
with a pre-trained diagnosis model as its backbone to overcome the inconsistent
feature space distribution of the anomalous scenario class. By reformulating
detection as an embedding similarity task, this method enhances generaliza-

tion. The main objectives were the following.

— Investigating a new framework for the development of fault detection

deep learning models.

— Evaluating the combination of the SNN architecture with the best CNN

model from the first case study.

— Taking advantage of the knowledge already learned by the diagnosis

model for the detection task

— Improving fault detection in the TEP benchmark.

Together, these studies aim to bridge the gap between DL advancements
from different fields and practical industrial requirements, offering a framework

for model development.

1.3
Outline

This thesis is structured as follows:

— Chapter 1 briefly presents the research context of FDD in industrial
processes, establishes the study’s motivations, and outlines the objectives

further discussed in other chapters.

— Chapter 2 consists of the published article "Can Focusing on One Deep
Learning Architecture Improve Fault Diagnosis Performance?" which

focuses on the investigation of the diagnosis model [3].

— Chapter 3 consists of the submitted article "A Diagnosis-based Siamese
Network for Fault Detection Through Transfer Learning" which explores

the detection part of the investigation.
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— Chapter 4 summarizes the main findings, discusses their implications,

and suggests directions for future research.

The articles in Chapters 2 and 3 are presented in their complete form
as developed during this doctoral research. These chapters begin with their
respective abstracts to provide readers with immediate context for the work
that follows. The first article was published as open access, ensuring a wide
dissemination of the research findings. The second article was also submitted
as open access and is being considered for publication at the time of writing

this document.



2
Article 1 - Can Focusing on One Deep Learning Architecture
Improve Fault Diagnosis Performance?

Machine learning approaches often involve evaluating a wide range of
models due to various available architectures. This standard strategy can
lead to a lack of depth in exploring established methods. In this study, we
concentrated our efforts on a single deep learning architecture type to assess
whether a focused approach could enhance performance in fault diagnosis.
We selected the benchmark Tennessee Eastman Process dataset as our case
study and investigated modifications on a reference Convolutional Neural
Network-based model. Results indicate a considerable improvement in the
overall classification, reaching a maximum average F1-score of 89.85 %, 7.47 %
above the baseline model, which is also a considerable improvement compared
to other performances reported in the Literature. These results emphasize the
potential of this focused approach, indicating it could be further explored and

applied to other datasets in future work.

2.1
Introduction

In machine learning studies, it is common practice to evaluate multiple
models, given the vast array of available and emerging architectures. For
instance, Neural Architecture Search can be used to automate the design of
optimal neural networks, minimizing human involvement [19, 20, 21]. However,
when adopting Deep Learning (DL) alternatives, high computational costs
and long processing times can limit architecture exploration. Since no single
model consistently provides an optimal solution, we focused our efforts on
investigating a single type of DL architecture to address the question: can this
focused approach improve performance in fault diagnosis?

Observable deviations from designed operating conditions often precede
accidents in chemical processes, providing early indicators of potential fail-
ures. These abnormal behaviors are related to a series of process failures usu-
ally triggered by a sensor, actuator, or another specific system fault [22, 23].
Pinpointing the original fault is not an evident task depending on the indus-

trial plant’s complexity, nonlinearity, and process dynamics. Therefore, Fault
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Detection and Diagnosis (FDD) is the field of study dedicated to detecting
anomalous system behaviors and diagnosing the root fault, which is responsi-
ble for the aforementioned condition [24, 5, 25].

FDD is of extreme importance in chemical processes to ensure personnel
safety, protect the environment, prevent costly shutdowns, and mitigate risks
associated with abnormal situations, which can compromise operational stabil-
ity and lead to cascading system failures [26, 22]. Modern chemical plants are
highly complex, nonlinear, and dynamic, making FDD particularly challeng-
ing [4, 5, 6]. Traditional model-based methods often become impractical due
to their dependence on expert knowledge and difficulty in accurately describ-
ing such intricate processes [27]. In contrast, data-driven approaches can use
real-time monitoring and historical process data, aligning with Industry 4.0
advancements to provide scalable, robust, and adaptable solutions [7, 8]. To
address these challenges, we focused on enhancing fault diagnosis performance
through a data-driven technique applied to the Tennessee Eastman Process
dataset[28].

The TEP plays a crucial role in FDD due to its realistic simulation of
complex chemical processes. Its importance stems from its ability to provide a
controlled yet intricate environment where various fault scenarios can be sys-
tematically introduced and analyzed. TEP allows researchers and practitioners
to develop and test advanced FDD algorithms in a setting that mimics real-
world challenges without the associated risks and costs of working with actual
industrial systems. The TEP’s comprehensive range of fault types, includ-
ing operational disturbances and sensor failures, provides a valuable testbed
for evaluating the effectiveness of different diagnostic approaches and refin-
ing methodologies to enhance their robustness and accuracy. From a practical
standpoint, this case study closely resembles actual industrial processes, which
are often complex, costly, and sensitive to failures. [29, 30, 31, 32] For these
reasons, we selected it as the case study for our investigation.

Numerous studies have investigated methods to improve performance
of fault detection and diagnosis systems [26, 33, 34]. Some approaches use
Recurrent Neural Networks to process the time series, such as Long Short-Term
Memory networks for FDD modeling [35, 36]. On the other hand, others focus
on enhancing data representation through transformations, such as wavelet
transforms combined with support vector machine classifiers [37].

Recent advancements in intelligent fault diagnosis emphasize integrating
deep learning and domain-specific adaptations to enhance model robustness
and trustworthiness. Sun et al. (2023) introduced a domain adaptation-based

method through one-dimensional convolutional autoencoders, achieving high
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diagnostic accuracy and flexibility across multiple operational conditions [9].
Xie et al. (2023) proposed a unified out-of-distribution (OOD) detection
framework combining class-wise outlier detection with supervised learning
using a custom loss function composed of cross-entropy loss and contrastive
learning loss, improving the reliability of prognostics and health management
systems in renewable energy applications [10]. Zhang et al. (2024) developed
a deep ensemble approach guided by max-consistency and min-similarity
to address diagnostic uncertainty and enhance fault detection in industrial
systems [11]. These studies focus on OOD detection, transfer learning, and
ensemble strategies in achieving promising perspectives for adaptive fault
diagnosis, providing a foundation for incorporating similar methodologies into
broader industrial contexts.

In our work, we focused on investigating the Gramian Angular Fields
(GAF) approach [38] for time series transformation, followed by Convolutional
Neural Networks (CNNs) for feature learning and fault classification based
on the study performed by Sun and Ren (2021)[2]. GAF transforms time
series into a structured, 2D matrix representation, enabling the application
of CNNs to detect patterns across both temporal and variable dimensions. By
allowing simultaneous cross-variable analysis through multi-channel inputs,
this approach provides a robust framework for identifying intricate fault
interactions, even when their timing and expression within the system are
highly complex and variable.

We focused on CNNs due to their ability to efficiently process transformed
time series data and their capacity to learn features from data. This practical
balance between performance, computational cost, and feature learning aligns
well with our research’s dataset characteristics and goals. While alternative
deep learning approaches remain promising and viable options, our decision
reflects the alignment of CNNs with the scope of this work.

Following their proposed methodology, we built a baseline model and
investigated a series of data preprocessing and architecture modifications to
search and evaluate their effects on model performance. Our investigation
resulted in a model with an improved Fl-score of 89.85 % at a shorter or
similar process observation window compared to existing literature.

This chapter is organized as follows: The Dataset Description section
provides overviews of the Tennessee Eastman Process dataset and discusses
challenges associated with time series analysis. In the Fundamentals of the
Model Architecture section, we explain Convolutional Neural Network archi-
tectures, show relevant works within the Fault Detection and Diagnosis con-

text, and detail the Gramian Angular Summation Fields data transformation.
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The Methodology section outlines the data pretreatment steps, describes the
baseline model architecture, details the training parameters used, and speci-
fies the modifications investigated in our study. The Results and Discussion
section comprehensively evaluates our approach, addressing its limitations and
suggesting potential improvements. Finally, the Conclusion section summarizes

our findings and outlines directions for future research.

2.2
Dataset Description

This section introduces the Tennessee Eastman Process dataset, a widely
recognized fault detection and diagnosis research benchmark. The dataset pro-
vides comprehensive multivariate time series data for evaluating and develop-

ing our fault diagnosis models.

2.2.1
Tennessee Eastman Process

The Tennessee Eastman Process (TEP) is a widely recognized simulation
of a chemical production process used extensively in process control and
fault detection research. Developed by Downs and Vogel in 1993[28], the
TEP models a complex chemical plant with two products involving several
interconnected reactions, as shown in Figure 2.1. The process operates under
varying conditions and includes key features, such as reaction kinetics, heat
exchanges, and multiple process disturbances. Its complexity, with numerous
operational variables and potential fault scenarios, provides a robust platform

for testing and evaluating various control strategies and FDD methods.

2.2.2
Data and Software Availability

The version of the TEP raw data we selected for our study is available
on the Kaggle platform [39]. It includes four reactants (A, C, D, and E), an
inert compound (B), a by-product (F), and two targeted products (G and F).
It contains 52 process variables, of which 12 are manipulated variables, 22 are
process measurements, and 18 are component analyses. In addition to normal
behavior, this version contains 20 faults as described in Table 2.1. Faults 5,
8,9, 10, 15, and 16 have been reported as challenging to diagnose [40, 41]. Tt
is important to comment that some databases include a possible 21st fault in
the TEP, but the dataset we selected consisted of the original 20 faults.

Since the TEP dataset exhibits intricate multivariate time series charac-

teristics, traditional statistical techniques may not fully capture the temporal
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Figure 2.1: Tennessee Eastman Process Diagram. Adapted from Andris
Piebalgs (2020)[1]

Table 2.1: List and Description of faults of the TEP.

No. Description Type

1 A/C feed ratio, B composition constant (stream 4) Step

2 B composition, A/C feed ratio constant (stream 4) Step

3 D feed temperature (stream 2) Step

4 Reactor cooling water inlet temperature Step

5 Condenser cooling water inlet temperature Step

6 A feed loss (stream 1) Step

7 C header pressure loss-reduced availability (stream 4) Step

8 A, B, and C feed composition (stream 4) Random
9 D feed temperature (stream 2) Random
10 C feed temperature (stream 4) Random
11 Reactor cooling water inlet temperature Random
12 Condenser cooling water inlet temperature Random
13 Reaction kinetics Slow drift
14 Reactor cooling water value Sticking
15 Condenser cooling water value Sticking
16 Unknown Unknown
17 Unknown Unknown
18 Unknown Unknown
19 Unknown Unknown
20 Unknown Unknown

dependencies and complex relationships within such data. As we transition to

the next section, we consider these potential limitations and explore the need
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for alternative approaches to analyze and interpret this type of data effectively.

2.2.3
Limitations of multivariate time series analysis

Statistical techniques such as Regression Analysis and Pearson Correla-
tion [42] are commonly employed for feature screening by characterizing the
linear relationships between pairs of variables. These traditional methods are
widely used because of their simplicity and effectiveness in many scenarios.
However, when applied to serialized or time-dependent data, they can lead
to significant information loss or misleading conclusions, which may occur be-
cause they do not account for the temporal structure of the data, which is a
critical aspect of time series analysis [14].

In the time series context, alternative methods such as autocorrelation
and partial autocorrelation analysis provide valuable insights. These techniques
help to understand the influence of time lags on feature behavior by examining
how past values of a series affect its current state [17]. However, autocorrelation
and partial autocorrelation mainly capture linear relationships and rely on the
assumption that statistical properties remain constant over time. This can be
overly restrictive in real-world data, where nonlinearities, trends, or structural
breaks often occur. Moreover, these methods are limited to univariate analysis
and do not account for interactions between multiple features.

To extend the analysis, exploring time-lagged cross-correlation can help
assess relationships between features across different time delays [18]. Although
this method offers insights into the relationships between variables, it can
become computationally prohibitive as the number of features and the length
of the observation window increase exponentially. This scalability issue poses
a significant challenge when dealing with large datasets typical of real-world
applications. However, how could we address this challenge?

We opted to retain all variables and investigate a type of model capable
of feature learning: the process in which a machine learning model automat-
ically extracts meaningful and relevant features from input data to improve

predictions based on high-dimensionality and complex data.

2.3
Fundamentals of the Model Architecture

This section focuses on the model architecture we investigated to address
our fault diagnosis challenge. We start with Convolutional Neural Networks,
highlighting their role in feature extraction and classification tasks. Then, we

introduce Gramian Angular Summation Fields (GASF), which serves as a data
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transformation technique that we integrated into our models. By exploring this
architecture in detail, we aim to provide a comprehensive understanding of its
contributions to enhancing model performance and handling complex time

series data.

2.3.1
Convolutional Neural Networks

A Convolutional Neural Network (CNN) is a type of deep learning model
particularly well-suited for processing data with a grid-like structure, such as
images[43]. It processes the spatial hierarchies in data using convolutional lay-
ers, which apply filters to input data to extract features, such as edges, textures,
or complex patterns. Mathematically, a convolution operation involves sliding
a filter over the input data, computing the dot product between the filter and
the portion of the input it covers. The result is a feature map that highlights
the presence of specific features in the input. This process can be repeated
through multiple convolutional layers, progressively extracting higher-level fea-
tures from the data[44].

Additionally, pooling layers are often used after convolutional layers
to reduce the feature maps’ spatial dimensions, which helps decrease the
computational load and control overfitting [45]. There are different types of
pooling operations such as max pooling, which selects the maximum value
within a defined region of the feature map, or average pooling, which computes
the average value. Through this combination of convolution and pooling, CNNs
can effectively capture and summarize the essential patterns in the input data.
This process is illustrated in Figure 2.2.

Input Image Feature Maps Pooled Feature Extracted
Maps Features

-

Convolution Pooling Flattening

Figure 2.2: Illustration of Feature Learning in CNNs.

At the end of the feature learning process, the extracted features typically
go through a fully connected layer or classifier, which maps these features to
the final output, such as class labels in classification tasks[43].

Traditional CNN architectures, while powerful, face limitations primarily

related to computational cost, depending on their structure. CNNs are compu-
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tationally intensive, especially as the network depth and the number of filters
increase, which can lead to significant resource demands, especially during
training. Additionally, using CNNs with other data types, such as sequences
or graphs, requires data transformation or specialized architecture variations
to handle such inputs effectively [40, 41, 46].

The decision to focus on CNNs in this study, rather than exploring
other deep learning models like Long Short-Term Memory (LSTM) networks,
Autoencoders (AE), or Transformers, was influenced by the characteristics
of the dataset and the specific advantages of using Gramian Angular Fields
alongside CNNs.

CNNGs are particularly well-suited to analyzing 2D representations of time
series data, such as GASF, due to their ability to detect spatial patterns.
This capacity for feature learning allows CNNs to automatically extract
relevant patterns and relationships from data without relying heavily on
handcrafted feature engineering. CNNs excel at identifying both local and
global dependencies within transformed time series data, enabling robust
detection of complex fault interactions[38, 44].

LSTM networks are a compelling choice for tasks involving raw time
series data, as they excel in capturing sequential dependencies[47]. While
LSTMs have been explored in this context, their feature learning capabilities
are typically centered on temporal patterns of the individual time series, having
their cross-relationships captured in the deeper layers of the network. On
the other hand, the matrix structure provided by GASF allows CNN to try
capturing these relationships from the beginning of the network.

AE are effective for dimensionality reduction and unsupervised anomaly
detection, but their use in supervised classification tasks like fault diagnosis
often requires additional layers or hybrid architectures[48]. In contrast, the
CNN structure allows for direct training from input to label, with feature
extraction as part of the learning process.

With their self-attention mechanisms, transformers are increasingly pop-
ular for time series analysis and offer notable flexibility in modeling complex
relationships[49]. However, their inherent complexity and large model sizes can
pose challenges, especially with constrained computational resources. While
these architectures are highly expressive, their design may introduce added
complexity for tasks that models like CNNs can potentially address.

While each alternative method offers unique strengths and could be ex-
plored in future works, CNNs’ ability to automatically learn features from
spatially transformed data makes them particularly compelling in the context

of fault diagnosis. Combined with their computational efficiency and compat-
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ibility with GASF, CNNs provided a robust framework for evaluating fault
diagnosis performance while minimizing the need for extensive manual feature
engineering.

Several recent publications have utilized CNNs for Fault Detection and
Diagnosis in the Tennessee Eastman Process context. The studies briefly
presented next were selected explicitly for comparison after our study to assess
how our model performs relative to the current state-of-the-art.

Souza et al. (2024) explored various CNN topologies [50]. Their approach
involved stacking different time series variables into a single matrix. While this
technique facilitates the application of conventional CNN methods, it limits
the ability of the filters to consider all process variables simultaneously.

Tao et al. (2024) proposed a Triage-based Convolutional Neural Network
with a 1D-CNN as backbone [51]. In their investigation, They considered 15
of the 20 TEP faults.

Ren et al. (2023) explored an ensemble-like approach, utilizing multiple
2D transformation techniques that were stacked and fed into a traditional
CNN model [52]. Simultaneously, the original time series data were processed
through a 1D-CNN architecture. The final classification was a combination of
the output of both models. Unfortunately, this study does not include some of
the most challenging faults in its investigation.

Sun and Ren (2021) developed a fault diagnosis approach that converts
multi-dimensional temporal data into multi-channel 2D images using Gramian
Angular Fields, followed by multi-scale convolution modules for spatiotempo-
ral feature extraction (GASF-MSNN) [2]. Their architecture was benchmarked
against various models, including Gramian Angular Summation Fields—CNN
(GASF-CNN), traditional CNN with series stacking, 1D-CNN, and LSTM net-
works. Although their results indicate that the GASF-MSNN model outper-
forms other approaches, the findings are limited by the scope of their investi-
gation, leaving significant room for further exploration given the wide range of
possible hyperparameter variations across the architectures.

Notably, their GASF-MSNN performed comparably to their GASF-
CNN, prompting us to focus our investigation on the GASF-CNN due to its
innovative data transformation technique and well-established classification

architecture.

2.3.2
Gramian Angular Summation Fields

The Gramian Angular Summation Fields transformation is a technique

used to convert time series data to account for variations for all possible time
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lag combinations within the series. This transformation is a part of the broader
family of Gramian Angular Fields Proposed by Wang and Oates (2015) [38].
The key idea behind GASF is to use the polar coordinate system to encode
the temporal dynamics of time series data into a matrix format.

The GASF transformation is mathematically computed by first scaling
the time series data using a min-max normalization (Z;). This step ensures
that the data points can be mapped to angles in the polar coordinate system.

Next, the normalized values Z; are transformed into angular values theta

using the arccosine function as shown in Equation 2-1.

6; = arccos(Z;) (2-1)
We obtain the GASF matrix by calculating the pairwise summation of

the cosines of these angles, represented in Equation 2-2.

GASF;; = cos(6; + 0;) (2-2)

This transformation results in a symmetric matrix where each element
represents the cosine of the sum of the angles corresponding to the normalized
time series values. After a set of mathematical simplifications, obtaining
the same GASF matrix directly from the normalized arrays is possible by

performing the calculations shown in Equation 2-3.

GASF(X) = X'- X —\JI- X2 \JT- X (2-3)
where X is the array containing the normalized values of the time series
sample and [ is the identity matrix.

These transformations can be applied to multivariate time series, creating
a matrix for each variable. This collection of matrices can be stacked and
processed by CNNs and other image-based models for classification tasks. We
illustrated this transformation process in Figure 2.3.

In the context of FDD, problems present unique challenges due to the
unpredictable and complex ways faults manifest in multivariate time series
data. Faults often arise from subtle, nonlinear interactions across multiple
variables, and their expressions may vary temporally, making it difficult to
pinpoint the exact variable or time window where anomalies occur [24, 5, 25].

GASF transformation not only preserves the temporal sequence of data
but also structures the information in a way that enhances the capabilities of
Convolutional Neural Networks. CNNs are particularly effective at detecting
spatial patterns in data. When applied to GASF-transformed matrices, they
can search for fault patterns without being constrained to specific variables.
Thus, they are especially advantageous in FDD, where anomalies may emerge

in localized or dispersed regions of the time series.
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Figure 2.3: Illustration of a GAF type encoding for a general time series.

Another critical advantage of GASF is its ability to represent multivariate
data as multi-channel input for CNNs. This setup enables the model to analyze
interactions across all variables using filters. Kernels extract patterns that span
both time (rows and columns of the matrices) and variable interactions (across
channels) simultaneously.

Finally, combining GASF and CNNs enables a fault detection framework
that accommodates systems with numerous variables. Knowing where faults
might emerge is part of the model’s specialized feature extraction capabilities.
It takes advantage of CNN’s inherent pattern recognition capabilities to
identify anomalies wherever they occur, thus addressing the stochastic and

distributed nature of fault expressions in complex systems.

2.4
Methodology

This section outlines the methodology employed in our Fault Diagnosis
model investigation. The process encompasses several critical stages, including
data pretreatment, baseline model architecture, training hyperparameters, and
investigated modifications.

We executed all data processing, model development, and evaluation
tasks using Python. Specifically, we used the Pandas[53], TensorFlow[54],
and Keras[55] libraries for data manipulation and preprocessing, building and
training the convolutional neural network models, and implementing custom
layers and managing the model architecture.

In terms of hardware, processing was carried out using the i5-13600K
CPU and 32 GB RAM, without the need for a dedicated GPU, which
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we consider an advantage as it shows the accessibility of our approach.
Additionally, we used the tensorflow.data.dataframe module to improve data

management during processing.

2.4.1
Data Pretreatment

The original dataset [39] contains a total of 15,330,000 data samples,
sampled every 3 minutes. This dataset consists of 5,250,000 samples for training
and 10,080,000 samples for testing. Given the long processing times and high
computational costs associated with CNN models, we decided to perform
random stratified subsampling on the training data. We then split the data into
three distinct datasets that include 20 possible faults since our investigation
focused on developing a diagnosis model.

Following the methodology of Sun and Ren (2021) [2], we used a window
size of 20 data samples. This resulted in the following datasets: the training
dataset consisted of 36,600 windows (1,800 per class), the validation dataset
included 9,000 windows (450 per class), and the testing dataset contained
5,000 windows (250 per class). In contrast, Sun and Ren (2021) reported using
training and testing datasets of 461 and 781 samples per fault, respectively
and did not mention a validation set.

After splitting the dataset, we normalized each variable based on the
values from the training data. We capped all values within the training
range for the validation and test datasets to prevent invalid numbers in
subsequent calculations. We incorporated the Gramian Angular Summation
Field transformation into the model using a custom layer. This approach
is advantageous because it reduces the extensive storage space required to
precompute and save the transformed data for large datasets. By performing
the GASF transformation within the model, we efficiently manage memory
usage and storage requirements, as the transformation is computed on the fly

during training and inference.

2.4.2
Baseline Model Architecture

We adopted the GASF-CNN architecture proposed by Sun and Ren
(2021) [2] as our baseline model due to its strong performance, which showed
less than a 1% difference in Fl-score compared to their more complex GASF-
MSNN model. This model employs a custom GASF layer to transform the
time series data into a set of 52 matrices, which then serve as input for

a series of convolutional and pooling layers dedicated to feature extraction.
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These specialized features are the input of dense layers responsible for fault
classification.

In order to enhance model generalization and reduce overfitting, batch
normalization is applied between the convolutional layers, and a dropout layer
is introduced between the dense layer and the softmax output layer. The
reference authors did not specify the padding option used in the convolutional
layers. However, in our implementation, we consistently set the padding to
'same’ across all convolutional layers. This choice ensures that the output
dimensions of the feature maps remain identical to the input dimensions,
preserving the spatial resolution of the data across all layers. Figure 2.4
provides a detailed diagram of the architecture, including specifics such as

the number of kernels and kernel sizes.

oy GASF Conv 1+ BN + ReLU Conv 2 + BN + ReLU Max Pooling 1
P (1x1x128) (3x3x128) (4x4, 2)
Global Average Conv 5 + BN + ReLU Max Pooling 2 Conv 4 + BN + RelLU Conv 3 + BN + ReLU
Pooling (3x3x256) (4x4, 2) (3x3x128) (3x3x128)
Dense RelLU Dropout Dense Softmax Output
(1024) (0,5) (20) P

Figure 2.4: Baseline model architecture. Adapted from Sun and Ren (2021)

[2].

243
Training Hyperparameters

In alignment with the methodology of Sun and Ren (2021) [2], we
configured the batch size to 64 to optimize computational efficiency and model
performance. We employed the Adam optimizer [56] and used categorical cross-
entropy [57] as the loss function to address the multi-class nature of the fault
diagnosis problem.

In order to mitigate overfitting, we implemented an EarlyStopping call-
back [55] with a ’patience’ argument of 15 epochs, monitoring performance
on the validation set. The model’s weights were restored to their best state
upon triggering early stopping. Furthermore, we set the maximum number of
training epochs to 500 to ensure comprehensive model training.

In their work, Sun and Ren (2021) [2] do not mention the adopted
learning rate, nor if they used any scheduler strategies. Therefore, in our initial
investigation consisted we evaluated different learning rate decay functions as

shown in Figure 2.5 applied to the baseline model.
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Figure 2.5: Investigated learning rate decay functions.

24.4
Investigated modifications

In this section, we present the modifications implemented to enhance
the performance of the baseline GASF-CNN model, initially proposed by
Sun and Ren (2021) [2]. We systematically explored adjustments to various
architectural components to optimize the model’s fault diagnosis capabilities.
This detailed examination includes the rationale behind each modification and
its implementation.

Our exploration focused on four specific types of modifications to assess

and improve the performance change of the GASF-CNN approach:

1. Introducing an additional transformation to the matrices derived from
the GASF.

2. Adjusting the kernel size of the initial convolutional layer.

3. Implementing hybrid approaches that combine the additional transfor-

mation and kernel size adjustments based on preliminary results.

4. Evaluating the impact of varying the number of filters across the convo-

lutional layers.

24.4.1
Modification of type 1

The original approach following the GASF transformation involves stack-
ing the resulting matrices to serve as input channels for the CNN. The model
processes the stacked matrices of information within the observation window
in localized regions determined by the kernel size of the convolutional layers.
Consequently, relationships involving time samples separated by longer differ-

ences than the kernel size are typically captured only in deeper layers of the
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network. To address this limitation, we explored a modification to enrich the
data from the outset.

Specifically, we investigated the impact of enabling the simultaneous pro-
cessing of time samples beyond the kernel size starting from the first layer.Our
approach introduces additional transformations to the GASF matrices by gen-
erating rotated versions at angles of 90°, 180°, and 270°. These rotations present
the model with alternative perspectives of the data’s temporal and spatial re-
lationships, enabling it to consider broader patterns during its initial layers.
As illustrated in Figure 2.6. This transformation, applied within the custom
GASF layer, has the potential to enrich the input data from the beginning,
allowing the model to process more comprehensive temporal information right

from the initial processing stages.

Single GASF Input Rotation New Stacked
Matrix Input
/
2z
i Convolution
Tlmgsrififrtfd / through multiple
? time ranges

Figure 2.6: Illustration of the type 1 investigation strategy.

2.4.4.2
Modifications of type 2

Given the time-position structure of the GASF matrices, we investigated
modifying the kernel size in the first convolutional layer. In the original model,
using a 1x1 kernel limits the receptive field of the first layer, preventing it
from capturing interactions between neighboring elements. This restriction
could hinder the model’s ability to fully exploit the spatial and temporal
relationships encoded in the GASF matrices, particularly at the early stages
of feature extraction, especially because of the number of channels.

In order to address this limitation, we replaced the 1x1 kernel with
larger kernels, specifically 3x3 and 5x5, which allow the model to process
information from a broader spatial and temporal context in the initial layers.
This adjustment was motivated by the theoretical advantage of larger kernels in
capturing local dependencies, as they can aggregate information from multiple

neighboring elements, potentially leading to richer feature representations.
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We also explored the impact of reducing the number of filters from 128
to 64. This adjustment aimed to mitigate the risk of overfitting, particularly
when using larger kernels, which increase the number of parameters in the
model. Reducing the filter count can balance the model’s complexity, making
it more computationally efficient while preserving its ability to learn meaning-
ful patterns. By evaluating different kernel sizes and filter counts, we sought
to balance the model’s complexity and performance, ensuring that the archi-
tecture remained both computationally efficient and robust against overfitting

tendencies.

2443
Modifications of type 3

We also explored the potential benefits of combining types 1 and 2
modifications, concurrently implementing the enhanced data transformation
and the adjusted kernel sizes. By stacking multiple rotated copies of the GASF
matrices (type 1 modification) and using larger convolutional kernels (type 2
modification), we aimed to enrich the model’s ability to capture and process
spatial and temporal patterns.

The rationale behind this combined approach is that the increased
data complexity from multiple GASF matrix rotations could overwhelm the
point-wise convolution of the original model, limiting its effectiveness in
extracting relevant features. Larger convolutional kernels might better capture
the enriched data, as they can integrate information from a broader context
within each layer. Thus, we decided to investigate the combined effects of these
modifications aiming for a model capable of processing more comprehensive
data representations and of effectively extracting features, potentially leading

to improved overall performance.

2.4.4.4
Modifications of type 4

Based on the results obtained from the previous experiments, we un-
dertook a systematic investigation into the impact of varying the number of
kernels in the convolutional layers to assess its effect on model performance.
This modification was motivated by the observation that the original archi-
tecture, with its fixed filter counts, might not fully capture the complexity of
the temporal and spatial patterns within the GASF matrices. By systemati-
cally increasing the number of filters, we aimed to investigate the enhancement
of the model’s capacity for feature extraction in layers processing lower and

higher-level representations.
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For this exploration, we incrementally increased the filter count across
different layers, as detailed in Table 2.2.

Table 2.2: Topology for the investigations of type 4.

Model Amount of Filters in Convolutional Layer
1D Conv1l Conv2 Conv3d Conv4d Convb Conv6
Model 1 64 128 128 128 256 N/A

Model 2 128 128 128 128 256 N/A
Model 3 256 128 128 128 256 N/A
Model 4 012 128 128 128 256 N/A
Model 5 1024 128 128 128 256 N/A
Model 6 2048 128 128 128 256 N/A
Model 7 1024 512 128 128 256 N/A
Model 8 1024 512 012 128 256 N/A
Model 9 1024 512 512 256 256 N/A
Model 10 1024 512 512 256 256 128
Model 11 1024 512 512 256 256 256

It is important to note that we consistently set the kernel size of the ini-
tial convolutional layer to 3x3 during these investigations due to improvements
observed from modifications of type 2. Additionally, two of the evaluated con-
figurations included an extra convolutional layer. This addition was designed
to investigate whether increased depth would enhance the model’s ability to
extract features and process complex patterns effectively.

The primary theoretical motivation for these modifications is that in-
creasing the number of filters in the convolutional layers provides a greater
capacity to learn diverse features from the input data. Additionally, adding
depth to the network could facilitate hierarchical feature extraction, where
subsequent layers build upon the representations learned by earlier ones.

For clarity and ease of reference, we only assigned specific model IDs to
models resulting from modifications of type 4. This labeling approach facili-
tates a straightforward comparison of results and supports a clear discussion

of the findings in subsequent sections.

2.4.5
Evaluation Metrics

Given that fault diagnosis in the Tennessee Eastman Process is a multi-
class classification task, we use the Fl-score and confusion matrices as our
primary evaluation metrics. The F1-score is calculated for each class to measure
the model’s precision and recall balance. It is computed using the expressions

shown in Eq. 3-2.
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Precision = TP1FP
_ TP 4
Recall = 755 (2-4)
_ . _Precision-Recall
FlSCOTe =2 Precision+ Recall

In these equations, TP denotes true positives, F'P represents false
positives, and F'N refers to false negatives.

To summarize overall model performance across all classes, we use the
macro-averaged Fl-score. This metric consists of the average of the Fl-scores
for each class, providing a balanced view of the model’s performance on both
majority and minority classes.

We also compare our results with those reported in the Literature to
contextualize our model’s performance. Previous studies, such as those by Sun
and Ren (2021) [2], have reported F1-scores and confusion matrices for similar
multi-class classification tasks, allowing us to benchmark our findings against
established methods.

2.5
Results and discussion

In this section, we present and discuss the results of our investigation. We
start by examining the impact of the learning rate on the baseline GASF-CNN
model and identifying the optimal configuration. Next, we provide detailed
results for the best baseline model, followed by evaluating the four types
of modifications that enhance fault diagnosis. It is important to note that
we prioritized keeping only the key training curves in the article’s main
body. We reported the entire collection of training curves of the investigated
modifications in Appendix A. Finally, we compare our findings with those

reported in the Literature to contextualize our results.

2.5.1
Impact of Learning Rate on Baseline Model Performance

The results reveal that the baseline model is sensitive to the choice of
learning rate decay. Figure 2.7 illustrates the varying average validation F1-
scores obtained under different learning rate decay strategies.

Since the exponential decay function set at a rate of £ = 0.01 demon-
strated the best validation performance (81.93 %), we adopted this config-
uration as the baseline for evaluating subsequent modifications. This choice
ensures that all further investigations are conducted under optimal learning

conditions, providing a consistent reference point for comparison.
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We conducted a comprehensive analysis to gain deeper insights into the
baseline model’s performance. Figure 2.8 details the validation F1-scores for
each fault class, offering a nuanced view of the model’s ability to differentiate
between various fault conditions. Complementing this, Figure 2.9 presents
the confusion matrix, further explaining how the model misclassifies different
faults.

The model demonstrates its high capability of classifying 15 of the 20
faults, staying above 89 % F1-scores. However, the model faces challenges with
faults 3, 9, 10, 15, and 16, where the Fl-scores are below 52 %. These results
suggest difficulties in distinguishing these faults from others, possibly due to
their physical nature. Apart from fault 16, which is of an unknown type, all
other faults in this group are related to feed temperature or heat transfer.

The results from the confusion matrix shown in Figure 2.9 further
reinforce the hypothesis for the model’s misclassification cases. It indicates
that these specific faults are frequently confused with each other, indicating
that their similar physical nature plays an important role in distinguishing
them.

An examination of the loss curve shown in Figure 2.10 reveals no signs of
overfitting in the model. The loss decreases consistently throughout training,
indicating stable learning without excessive divergence between training and

validation data.
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Figure 2.8: Validation F1l-scores for the baseline model.

2.5.2
Influence of the Investigated Maodifications

We designed the modification of type 1 to investigate the hypothesis
that simultaneously processing time lags further than kernel size, which could
benefit model learning. It consisted of stacking the original GASF matrices
with copies rotated by 90°, 180°, and 270°.

This modification resulted in slightly lower performance than the base-
line model, with an average F1-score of 81.13%. This result suggests that while
the intention was to provide the model with more comprehensive temporal in-
formation, the rotated layers did not enhance, and may have even reduced,
the model’s ability to generalize. Adding rotated matrices may have intro-
duced complexity or noise that outweighed the benefits of increased temporal
coverage.

The modifications of type 2 focused on addressing a potential bottleneck
in the baseline model’s architecture, specifically in the first convolutional
layer due to the filter quantity and point-wise convolutions. It involved
experimenting with filter quantities of 64 and 128, using both 3x3 and 5x5

kernels. The results presented in Table 2.3 show that increasing the size
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Figure 2.9: Validation confusion matrix for the Baseline Model.
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Figure 2.10: Loss (A) and Fl-score (B) training curves for the Baseline Model.

of the kernels in the first convolutional layer led to improved classification
performance.

The results indicate that reducing the number of filters in the initial
convolutional layer negatively impacted classification performance. Larger
filter sizes, particularly the 3x3 kernels, improved the model’s ability to capture

complex features. However, it is important to note that while increasing filters



Chapter 2. Article 1 - Can Focusing on One Deep Learning Architecture
Improve Fault Diagnosis Performance? 41

Table 2.3: Average validation F1-scores for modifications of type 2.
Parameters Kernel 3x3 Kernel 5x5
64 Filters 82.35 % 82.59 %
128 Filters 82.93 % 82.68 %

enhanced performance, other configurations constrained the benefit, evidenced
by observing that the effects of changing the number of filters with 5x5 kernels
were less impactful than in the 3x3 kernel cases, considering the current
configuration.

Type 3 modifications aimed to explore potential synergistic effects by

combining data augmentation with rotated layers. Specific results are shown
in Table 2.4.

Table 2.4: Average validation F1-scores for modifications of type 3.
Parameters Kernel 3x3 Kernel 5x5
64 Filters 81.51 % 56.67 %
128 Filters 82.54 % 47.89 %

Even with the increased filters, the combined approach of data enrich-
ment through rotated layers did not yield significant improvements over the
original GASF maps. For kernel size 5x5, a noticeable performance drop oc-
curred, possibly related to overfitting. These results suggest that while indi-
vidual enhancements showed promise for type 2, the combined use with type 1
modification did not provide additional benefits and may have contributed to
model instability. This outcome indicates that the enriched data from rotating
the matrices did not improve the model’s fault classification capabilities and
highlights the importance of evaluating the trade-offs between data complexity
and model performance.

In light of the results, we considered the hypothesis that further increas-
ing the number of filters in convolutional layers could enhance classification
performance. It involved maintaining 3x3 kernels in the first convolutional
layer and progressively increasing the number of filters throughout the convo-
lutional layers. The average F1-score for each modification is shown in Figure
2.11, including the two 3x3 kernel size cases of type 2 modifications and cases
of additional convolutional layers.

The results indicate a significant improvement in classification perfor-
mance with the progressive increase in the quantity of filters. Model 9 achieved
a maximum F1-score of 89.40%, which is 7.47% higher than the baseline model.
Its architecture is illustrated in Figure 2.12. This increase demonstrates that
systematically augmenting the number of filters was a key factor in substan-

tially enhancing model performance in our study.
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Figure 2.11: Validation average F1-score for type 4 modifications.
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Figure 2.12: Representation of the architecture of Model 9.

Figure 2.13 displays a radar plot comparing the F1-scores for each fault
class between Model 9 and the baseline model. It is possible to observe that
Model 9 exhibited improved classification capabilities across all faults. The
overall improvement in performance may be linked to the nature of the GASF
input matrices, which are significantly more complex than typical image data.
Fifty-two channels far surpass the common three channels used in standard
image data. In this case, more kernels seem necessary to effectively capture
and detect the more intricate and harder-to-find patterns within the data.
The increase in kernel quantity allows the model to better process and extract
relevant features from the extensive information embedded in the GASF
matrices.

The model demonstrated significant improvement in predicting all five
challenging faults, with enhancements of 28.94 % for fault 3, 9.28 % for fault
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5, 21.29 % for fault 10, 22.44 % for fault 15, and 43.62 % for fault 16. As
shown in the confusion matrix in Figure 2.14, misclassification among these
faults is less widespread. However, faults 3, 9, and 15 remain challenging to
distinguish, especially for faults 3 and 9, which are both temperature-related
issues on the same feed stream, making them inherently more complex to
separate. Additionally, while faults 10 and 16 are frequently confused with
each other, they are also closely linked to the misclassification of faults 3, 9,
and 15.

Figure 2.15 illustrates the training curves, where the validation loss
initially exhibits some volatility but eventually stabilizes as training progresses.
While the validation loss curve did not exactly converge with the training loss,
this is not a concern because the model’s performance on unseen data remained
robust. Early stopping was activated, indicating the model achieved optimal

performance without overfitting.
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Figure 2.14: Validation confusion matrix for Model 9.
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Figure 2.15: Loss (A) and Fl-score (B) training curves for the best model.

2.5.3
Testing results and Comparative Analysis with the Literature

The performance of Model 9 on the testing dataset is illustrated in
Figure 2.16. The Fl-scores for each fault class demonstrate that the model’s
effectiveness extends beyond the validation set.

The average Fl-score for the test dataset is 89.85%, showing only
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Figure 2.16: Test Fl-scores for Model 9 and the reference GASF-CNN|2].

a negligible difference from the validation average. This minimal decrease
suggests that Model 9 generalizes effectively to new, unseen data, maintaining
consistent performance. Compared to the results reported by Sun and Ren
(2021) [2] for their GASF-CNN model, which served as the basis for our
architecture, Model 9 demonstrates comparable or even significantly improved
performance in fault diagnosis of the Tennessee Eastman Process, except for
fault 16. Additionally, Model 9 achieved an average Fl-score that is 11.86%
higher than the 77.99% reported by Sun and Ren (2021) [2].

For a broader perspective, in Table 2.5, we compare Model 9’s perfor-
mance against other state-of-the-art models from the literature. While Model
9 demonstrates competitive F1-scores across most fault classes, it notably out-
performs Fault 18 with Fl-scores of 97.14 %. However, the performance in
Fault 9 and Fault 15 suggests room for further refinement, as indicated by the
lower scores compared to Tao et al. (2024)[51].

It is also worth noting that some references do not include results for all
fault classes, as observed in Ren et al. (2023)’s[52] and Tao et al. (2024)’s[51]

work. It allows models to become more specialized at classifying the subgroup
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Table 2.5: Model 9 test Fl-scores comparison with state-of-art works from the

literature.

Class Model 9 Ref.1¢ Ref.2° Ref.3¢ Ref.4?
Fault 1 99.60 % 94.67 % 100.0 % 99.81 % 100.0 %
Fault 2 100.0 % 96.63 % 100.0 % 99.40 %  99.80 %
Fault 3 72.47 % 24.62 % — 96.98 % 58.00 %
Fault 4 98.81 % 99.87 %  99.00 %  99.97 % 100.0 %
Fault 5 99.80 % 94.67% 89.00% 93.87 %  80.30 %
Fault 6 100.0 % 99.30 % 90.00 %  99.46 % 100.0 %
Fault 7 100.0 % 97.50 % 99.00 % 100.0 % 100.0 %
Fault 8 97.55 % 73.61 % 82.00% 98.45 % 75.40 %
Fault 9 41.73 % 27.45 % — 87.59 %  0.00 %
Fault 10 75.74 % 53.84 % 77.00 %  98.61 % 94.20 %
Fault 11 98.17 % 99.29 %  99.00 % 99.40 % 99.90 %
Fault 12 98.40 % 83.99% 83.00% 97.83% 86.70 %
Fault 13 96.95 % 60.52 % 57.00 % 98.41 % 87.80 %
Fault 14 100.0 % 9994 % 100.0 % 99.62% 85.80 %
Fault 15 53.31 % 25.22 % — 83.50 %  0.40 %
Fault 16 75.58 % 80.74 % 77.00 % — 1.00 %
Fault 17 97.13 % 97.92 %  99.00 % — 97.90 %
Fault 18 97.14 % 84.13 % 81.00 % — 84.20 %
Fault 19 98.99 % 96.42 %  99.00 % — 99.80 %
Fault 20 95.67 % 69.49 %  95.00 % — 98.00 %

Average Fl-score 89.85 %  77.99 % N/A N/A 77.46 %

¢ Sun and Ren (2021)[2]; * Ren et al. (2023)[52]; ¢ Tao et al. (2024)[51];
4 Souza et al. (2024)[50].

of faults at the expense of not covering the original 20 faults. Additionally,
the mentioned studies that specified observation window sizes used windows of
similar or larger duration. Sun and Ren (2021)[52] initially investigated window
lengths between 10 and 40. They developed the remaining of their study with
lengths of 35 and 40. Tao et al. (2024)[51] have set a time length of 20 as
the input of their CNN-1D, which we calculated from the output dimensions
and the architecture configurations. Souza et al. (2024)[50] chose a window
size of 52 to maintain a square input matrix, which further emphasizes the
improvement of our approach since less historical data is necessary to provide
a diagnosis.

Overall, the consistent and high F1-scores across various faults suggest
that Model 9 offers a reliable and effective approach to fault diagnosis, with
potential advantages over existing methods documented in the literature.

Although we obtained a generalized enhanced performance with the
current state of our research, there is still space for improvement. Further
modifications within the realm of CNNs can still be explored for further

performance enhancement. Besides, our investigation has primarily focused
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on model diagnosis, leaving the detection aspect of FDD as an area open for

exploration in future investigations.

2.5.4
Conclusions

In this study, we developed and evaluated a convolutional neural net-
work architecture for fault detection and diagnosis in the Tennessee Eastman
Process. Our approach used Gramian Angular Summation Fields to transform
multivariate time series data into 2D images, allowing the CNN to extract com-
plex spatiotemporal patterns. The results demonstrated that Model 9 achieved
an average Fl-score of 89.85 % on the testing dataset, which remained consis-
tent with the validation results, indicating strong generalization capabilities.

Compared to the GASF-CNN model by Sun and Ren (2021)[2], which
served as the foundation for our architecture, Model 9 showed comparable or
improved performance across most faults, particularly in diagnosing some of
the more challenging faults in the TEP. The change in the number of kernels
was a vital parameter to achieve performance improvement, which allowed
the model to capture more nuanced patterns in the data, especially given the
complexity introduced by the 52-channel GASF matrices.

Our focused approach to refining a single architecture, rather than
exploring multiple variations, has proven effective in identifying and optimizing
the key aspects of the model that directly impact its performance. This
methodical focus allowed us to gain deeper insights into the architecture’s
specific strengths and weaknesses, leading to targeted improvements.

While our research has achieved an improved performance, there is
still room for further enhancement. Future works could explore additional
modifications within the CNN framework, such as experimenting with different
hyperparameters and other input transformations or even integrating advanced
techniques like attention mechanisms to boost performance further. Although
we focused our investigation on the TEP dataset due to its industrial relevance
and complexity, it would be relevant to explore how our approach holds
up against other datasets in future works. Moreover, since our investigation
primarily focused on fault diagnosis, future studies could expand on the
detection aspect of the problem, exploring the full spectrum of FDD to develop

a more comprehensive solution.
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Traditional deep learning-based approaches often struggle with data im-
balance and variability across fault conditions and normal scenarios, especially
in industrial processes. Besides, inconsistent feature distributions from com-
bining different fault conditions into the same category is a limitation for many
data-driven algorithms. This study proposes a fault detection framework that
combines Siamese Neural Networks with transfer learning, using a pre-trained
fault diagnosis model as its backbone, taking advantage of knowledge related
to the attribute space that characterizes individual fault patterns. Our method
transforms the detection classification problem into an embedding similarity
task, allowing for improved differentiation between normal and faulty oper-
ations. This approach poses an alternative for data imbalance and lack of
labeled anomaly data, as it is based on the combination of normal and faulty
time series. Our best model achieved an F1-score of 91.41 % on the test set, and
the t-Distributed Stochastic Neighbor Embedding indicates that the knowledge
transferred from diagnosis allowed the detection model to generate embeddings
that discriminate between most faulty conditions. When analyzing individual
fault detection rates, we observed that our model demonstrated superior per-

formance compared to recent literature for most fault cases.

3.1
Introduction

Fault Detection and Diagnosis (FDD) are important in maintaining
the efficient productivity and safety of industrial processes. Due to their
complexity, such systems are prone to anomalies and faults, meaning detection
is essential for mitigating risks and maintaining process reliability[25, 5, 24,
22, 23]. Traditional methods for FDD often rely on statistical techniques
or analytical modeling, which may struggle with nonlinearities and high-
dimensional data[27].

Recent advancements in Deep Learning (DP) have provided promising
alternatives to these challenges[9, 10, 11]. However, these approaches heavily

depend on abundant and high-quality data, which includes a balanced distribu-
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tion of fault samples [58]. Furthermore, in industrial settings, systems typically
operate under normal conditions, thereby reducing the likelihood of records of
faulty behavior. This scarcity can limit the ability of data-driven FDD tech-
niques to capture critical fault characteristics. Consequently, implementing
these methods can be unviable if this problem is not addressed first[12, 13].

Imbalanced datasets are a common scenario in multiclass classification
problems. In fact, there are well-established oversampling and undersampling
techniques for data balancing. Nevertheless, these methods can introduce noise
into the dataset, potentially leading to overfitting in the case of oversampling
or loss of valuable information when undersampling is applied. As a result, the
model’s generalization performance may be compromised, affecting its ability
to make accurate predictions on unseen data. Besides, time-series problems
require more advanced applications regarding balancing techniques.[13, 15, 16].

Another alternative is using classical modeling techniques to generate
synthetic data. Simulation-based approaches create new data points that ad-
here to the statistical properties of the original data once the model is val-
idated. For instance, the Monte Carlo method and domain-specific mathe-
matical systems of equations can represent chemical processes realistically[59,
60, 61, 62, 63, 64, 65]. In time-series problems, these techniques help main-
tain temporal dependencies and structural patterns. A notable example is the
use of numerical simulation-based models for fault diagnosis, as introduced by
Xiang and Zhong (2016)[66]. Their work focused on diagnosing faults in rotat-
ing machinery using FEM-based vibration signal simulation and classification.
Consequently, several FDD benchmark datasets were partially or fully devel-
oped using simulations, providing standardized testing grounds for evaluating
classification models in imbalanced scenarios[67].

The Tennessee Eastman Process (TEP) is a widely used benchmark that
allows researchers to compare different methodologies under controlled con-
ditions. This dataset provides a realistic simulation of complex chemical pro-
cesses, enabling the systematic introduction and analysis of various fault sce-
narios. By offering a risk-free environment that mimics real-world challenges,
TEP supports developing and evaluating advanced FDD algorithms. Its di-
verse fault types, including operational disturbances and sensor failures, make
it a valuable reference for assessing diagnostic approaches[30, 29, 31, 32, 68].
These qualities make this dataset suitable to use as our study case.

FDD models are commonly developed by attempting simultaneous de-
tection and diagnosis or treating these aspects sequentially. On the first option,
normal behavior is usually a class among different faults, while on the second,

detection and diagnosis are studied independently, with the possibility of later



Chapter 3. Article 2 - A Diagnosis-based Siamese Network for Fault Detection
Through Transfer Learning 50

aggregation. In either case, several approaches are possible, such as an en-
semble of specialized models, hierarchized models, or a generalistic multiclass
estimator[11, 52, 51, 50, 10].

Specifically in detection models, grouping faulty operations into a single
class is standard practice, simplifying the system into a binary classification
problem. However, combining multiple infrequent classes into a single cate-
gory can lead to poor classification performance due to inconsistent feature
distributions[69]. This study explored this issue by combining two state-of-
the-art techniques: Siamese Neural Network (SNN) architecture and transfer
learning.

SNNs are particularly well-suited for tasks that require similarity
assessments|70, 71], making them a natural choice for detecting deviations from
normal operating states. Additionally, the contrastive loss penalizes mistakes
based on the distance between the embedding representations of inputs[72].
Consequently, the model has the flexibility to learn different feature distri-
butions of the detection task independently from the differences between the
varied faulty scenarios, as long as they are distinguishable from normal behav-
ior.

While SNNs have been explored in some industrial contexts, their ap-
plication to chemical process monitoring remains limited. For example, Taki-
moto et al. (2022)[73] proposed a SNN-based anomaly detection method en-
hanced with an attention mechanism for visual inspection tasks in manufac-
turing. Their approach effectively handled few-shot scenarios, demonstrating
that SNNs can be used in industrial settings where abnormal data are scarce.
However, to the best of our knowledge, such techniques have not yet been ex-
tended to chemical plant environments, which involve different types of data
and fault characteristics. This gap highlights the novelty of our work in apply-
ing SNN-based models to fault detection in chemical processes.

Since SNNs comprise a macro-architecture that supports a substructure,
we used transfer learning in our investigation. In other words, we explored
models that start with knowledge about embeddings from each fault by
using the best-performing CNN model from our previous TEP fault diagnosis
study([3] as their backbone. Our approach reverses the conventional order of
detection preceding diagnosis, providing a new perspective for developing FDD
solutions.

The remainder of this article is organized as follows: Section 2 provides
the theoretical framework necessary to understand the techniques adopted in
our study. Section 3 describes the steps of the investigation, including data

pretreatment, model architecture, fine-tuning, and evaluation methods. Section
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4 critically assesses and compares our results with recent literature. Finally,
Section 5 summarizes our findings and indicates possible directions for future

studies.

3.2
Theoretical Framework

This section provides an overview of Siamese Neural Networks, their fun-
damental architecture, and their advantages for fault detection tasks. Addi-
tionally, it briefly introduces the Tennessee Eastman Process and describes

the dataset version used in this study.

3.2.1
Siamese Neural Networks

Siamese Neural Networks were first introduced by Bromley et al. in 1993
for text verification[70], which involved comparing two handwritten signatures
to determine whether they belonged to the same individual or not. Since
their inception, SNNs have gained widespread popularity due to their ability
to evaluate the similarity between inputs. As a result, they have become a
powerful tool for tasks ranging from identity verification to anomaly detection
(71, 74, 75].

SNNs possess several characteristics that make them particularly suited
for fault detection tasks. Unlike traditional classification models, they can
perform well with limited data, as they focus on learning relationships or
similarities rather than explicit classes[71, 74]. Models based on this type of
architecture tend to generalize well to unseen examples by learning a similarity
function, making them versatile for new fault scenarios or operating conditions.
Fault detection datasets often suffer from imbalanced data, in which normal
behavior samples usually outnumber faulty ones. SNNs mitigate this challenge
by comparing pairs of samples rather than relying on direct class labels, which
increases the dataset by performing different pair combinations.

Additionally, they can learn different feature distributions of subcases in
the same class since the representation vector can point to different regions
of the embedding space. In other words, these subcases can be placed at
different locations while still resulting in a distance that correctly evaluates
the similarity between the compared cases.

A typical SNN comprises two identical subnetworks called twin networks
or twin units, which share the same architecture and weights. Each subnetwork
processes one of the two inputs in parallel and produces a feature representation

for each. The model compares these embeddings by calculating a distance
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metric, such as Euclidean distance or cosine similarity, to determine the
relationship between the inputs. During backward propagation, the algorithm
uses the gradients from both inputs to update the shared weights[70, 71].

Figure 3.1 is a graphic representation of a general SNN architecture.

Twin unit 1
Backbone Embeddings
InpUt A .... InPUt A
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R .
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Input B----- > Embeddings
Input B
Twin unit 2 :
v
Updated @-cerssscassnnncassnnnnnnsnnnses Contrastive
Weigths Backpropagation adding gradients Loss

to update shared weights
Figure 3.1: Diagram of an SNN framework.

The output of a SNN indicates a similarity measurement, which is not
directly a classification. Thus, a loss function that connects such information
with the correct label is required. This is the case of contrastive loss, as shown
in Equation 3-1[72].

1N
L= Xl =9 D'+ g maz(0,m — D)’ (1)

Where vy is the lalza_el for the pair with zero for similar cases and one for
dissimilar cases, D is the distance between the embeddings, m is a margin that
defines the minimum distance required for dissimilar pairs, and N is the total
number of samples in the set.

Any distance increases this loss by a quadratic factor when the target
label is zero. By contrast, dissimilar cases only result in a penalty when
the similarity measurement is between zero and the margin. In other words,
this loss function enables the network to learn embeddings that minimize
the distance for similar pairs and maximize the output for dissimilar pairs,
considering a threshold and the target label. Therefore, the resulting model’s
distance output is directly associated with the classification task and is
equivalent to a label prediction through comparison with the margin.

SNNs have been applied in various univariate detection scenarios. For

instance, they have been used to monitor bridge vibration patterns indicative
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of failure[76]. In power systems, SNNs have been used to identify anomalies in

operating conditions by monitoring current waveforms[77].

3.2.2
Tennessee Eastman Process Overview

The Tennessee Eastman Process is a simulation of an industrial chemical
process, providing comprehensive data for process control and fault detection
studies. Introduced by Downs and Vogel in 1993 [28], the TEP models a
dynamic chemical plant where multiple reactions interact to produce two
primary products, as depicted in Figure 3.2. This simulation encompasses
diverse features, including reaction kinetics, energy exchanges, and system
disturbances, which collectively mirror the operational complexity of real-world
chemical processes. The dataset includes various measured and manipulated
variables, presenting challenges and opportunities for testing advanced fault

detection methodologies.
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Figure 3.2: Diagram of Tennessee Eastman Process[3]. Image from Neto et al.
2025 [3], licensed under CC-BY 4.0, which was adapted from Andris Piebalgs
(2020).[1]

3.2.3
Data and Software Availability

The dataset wutilized in this study is identical to that wused

in our previous work and is available on the Kaggle platform
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Table 3.1: List and Description of faults of the TEP.

No. Description Type

1 A/C feed ratio, B composition constant (stream 4) Step

2 B composition, A/C feed ratio constant (stream 4) Step

3 D feed temperature (stream 2) Step

4 Reactor cooling water inlet temperature Step

5 Condenser cooling water inlet temperature Step

6 A feed loss (stream 1) Step

7 C header pressure loss-reduced availability (stream 4) Step

8 A, B, and C feed composition (stream 4) Random
9 D feed temperature (stream 2) Random
10 C feed temperature (stream 4) Random
11 Reactor cooling water inlet temperature Random
12 Condenser cooling water inlet temperature Random
13 Reaction kinetics Slow drift
14 Reactor cooling water value Sticking
15 Condenser cooling water value Sticking
16 Unknown Unknown
17 Unknown Unknown
18 Unknown Unknown
19 Unknown Unknown
20 Unknown Unknown

(https://www.kaggle.com/datasets/averkij/tennessee-eastman-process-

simulation-dataset)[39]. However, the preprocessing procedure was modified
to prevent data leakage and to modify the data format to make it compatible
with the SNN input. This dataset captures the behavior of a chemical system
with four reactants (A, C, D, and E), an inert component (B), a by-product
(F), and two products (G and H). It consists of a total of 52 variables: 12
manipulated variables, 22 process measurements, and 18 component analyses.
Fault scenarios include 20 distinct types, as summarized in Table 3.1. In
our previous study, we identified faults 3, 9, 10, 15, and 16 as particularly
difficult to diagnose compared to the others, which is in accordance with the
literature[40, 41, 3]. This dataset does not include the 21st fault, which was

introduced in newer versions of the dataset.

3.3
Methodology

This section details the steps to preprocess data, investigate model
architectures, train them under various configurations, and evaluate their
performance. The study development was carried out in Python with the
Pandas[53] and Matplotlib[78] libraries for data visualization. At the same
time, Tensorflow[54], the Keras module of Tensorflow[55], and Scikit-learn[79]
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were the tools used for data handling, model designing, training, and evalua-
tion. Additionally, we executed all stages of the study on the same equipment
with the following specifications: 32 GB RAM, i5-13600K CPU, and GeForce
RTX4070 ti 12 GB.

3.3.1
Data Pretreatment

The data for this investigation was a subsample of the same TEP dataset
we used in the fault diagnosis model[39, 3]. We exclusively used the data
originally labeled training for both faulty and normal scenarios. Besides, we
kept a 20-data-point observation window.

We structured the data in the expected format for a two-input SNN
model. For better clarification, we refer to input one as the base time series
and input two as the pair time series. Thus, a row of our dataset contains one
base time series and one pair time series grouped as inputs, followed by the
target label.

In order to avoid data leakage, we removed the samples present in the
training, validation, and testing sets of our previous diagnosis study before
performing a new random subsampling from the TEP dataset. All windows in
the base time series correspond to normal behavior, ensuring that any detected
fault originates from the pair time series. Additionally, we made sure to prevent
the base time series from being compared to themselves, in order to avoid trivial
comparisons and ensure meaningful pairwise learning.

The primary goal of the fault evaluation system is to distinguish between
normal and anomalous operations, rather than to classify specific types of
faults. Training on fault-fault pairs can lead to overfitting to intra-fault
similarities, which weakens the discriminative signal needed to effectively
separate normal from abnormal behavior. In other words, fault-fault pairs
induce the model to learn subtle variations within the same fault class,
rather than focusing on the critical differences between normal and anomalous
behavior. Moreover, given the limited number of fault instances, the training
strategy was focused on normal-normal and normal-fault pairs, as these align
more closely with the objectives of fault detection.

The selection of faulty time series was stratified to represent all types
of faults in equal proportions. The target labels followed the pairing process
depending on the resulting combination, with zero being similar and one being
dissimilar. Additionally, we kept a balanced dataset with 50 % for each label.

Despite isolating time series between datasets, we performed a random

selection with replacement within the same dataset as long as the base-pair
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combination remained unique. Consequently, we created datasets consisting
of 70,000 samples for training, 20,000 for validation, and 10,000 for testing.

Figure 3.3 summarizes the data structuring process.
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Figure 3.3: Summary of data structuring process.

3.3.2
SNN Architecture

The flexibility of the Siamese Neural Network framework allows suitable
models to be used as its backbone, making it adaptable to different tasks. In
this work, we applied transfer learning, a technique that uses a pre-trained
model as a starting point for a new but related task [80]. By reusing and fine-
tuning learned feature representations, transfer learning enables more efficient
training, especially when labeled data is limited.

Transfer learning has been widely adopted in various machine learning
domains due to its ability to mitigate data scarcity and distribution mismatch
between training and target tasks [80, 81]. In this study, we explore the use
of transfer learning not simply to reuse weights, but to strategically inherit
domain-specific representations from a pre-trained fault diagnosis model. This
approach is particularly relevant when the fault detection task shares under-
lying attribute space patterns with fault diagnosis. This enables better gener-
alization and improved performance under fewer iterations, saving on compu-
tational resources.

Diagnosis models are explicitly trained to differentiate between various
fault types, making them more adept at capturing meaningful feature represen-
tations for each condition. These rich feature representations can be adapted
through transfer learning for the detection task, improving the model’s ability

to distinguish between normal and faulty states even for highly varied fault
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feature distributions. Additionally, since a pre-trained diagnosis model already
learned structured embeddings of fault conditions, the detection model ben-
efits from a more informative input space, reducing the need for extensive
labeled data and accelerating convergence during training. This approach ef-
fectively reframes detection as an embedding similarity problem rather than a
direct classification task, aligning naturally with the Siamese Neural Network’s
strengths. For these reasons, we selected a backbone model that had already
demonstrated strong diagnostic performance in our previous study/(3].

Our previous model was derived from the model developed by Sun and
Ren, 2021[2], which applies the Gramian Angular Summation Field (GASF)
as part of the model architecture[38] to the multivariate system of input
time series, resulting in a collection of matrices, one for each variable. This
transformation allowed us to apply feature learning through CNN processing.

Figure 3.4 illustrates the base architecture we used for the twin units.
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Figure 3.4: Best architecture from the diagnosis study. Image from Neto et al.
2025 [3], licensed under CC-BY 4.0.

Since we wanted a rich representation of the system, we removed the
Softmax layer, resulting in an embedding vector of 1024 elements to describe
each input. Due to the high dimensionality and interpretability, we selected
the Euclidean distance to compute the similarity between embeddings, which
is directly compatible with the contrastive loss formulation applied in this
study. While other metrics such as cosine similarity could also be considered,
incorporating them would require reformulating the loss function and fell

outside the scope of this investigation.

3.3.3
Investigation Strategy

This section describes the investigation strategy used to refine the
model. First, we focused on addressing the question: "How much data is

enough?" We evaluated the impact of the training dataset size and explored
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key training parameters to establish a baseline. Then, we analyzed stability
control: overfitting in the baseline followed by underfitting in the stabilized
model. Finally, we assessed the best-performing model through testing and
comparison with existing literature.

We trained all models in this study using the Adam optimizer with its
default learning rate of 1072 and contrastive loss with a margin of 1. Following
our previous work, we conducted training setting the batch size to 64 and
a maximum of 500 epochs when applying early stopping. Additionally, we
incorporated the Keras scheduler ReduceLROnPlateau with a reduction factor
of 0.1 to dynamically adjust the learning rate.

In the first stage of our investigation, we examined the effect of training
dataset size on model performance using a holdout validation approach. Models
were trained on progressively larger subsets, with 2.5 % increments, until
reaching the entire dataset of 70,000 samples. Initially, we set the early stopping
patience to 5 and the ReduceLROnPlateau patience to 4. However, evidence
of premature stopping prompted a second phase of this stage, where models
were trained with a fixed amount of epochs to allow for better comparison.
Since the most high-performing configurations completed training between 20
and 40 epochs for most cases, we selected the midpoint of this range (30
epochs) as a representative value for this phase to balance consistency and
computational efficiency. This fixed epoch setup was used solely to support
controlled comparisons across configurations and to inform adjustments to
the Early Stopping and learning rate scheduler parameters in subsequent
implementations. Based on the results from the second phase, we refined the
patience values for early stopping and the learning rate scheduler to 15 and
10, respectively. We also included an analysis of the impact of the size if the
training dataset on the training duration to evaluate computational resources
used. Finally, this stage concluded with cross-validation using the selected
configurations to establish a performance baseline for subsequent analyses. In
all cross-validation cases in this study, we merged the training and validation
sets and performed five-fold cross-validation to assess model consistency.

In the second stage of our investigation, we aimed to address model
stability and mitigate overfitting, as the baseline model exhibited inconsisten-
cies across cross-validation folds, an oscillatory behavior for the validation set,
and a notable gap between training and validation performance. We froze all
convolutional layers and conducted a new cross-validation under the same con-
ditions because these behaviors could be related to the amount of trainable
parameters in the model. Since the baseline model already incorporated regu-

larization strategies, we did not introduce additional regularization techniques
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at this stage.

Considering that freezing all convolutional layers solved the instability
problem, but also showed evidence of performance stagnation, the third
stage focused on employing strategies against underfitting. We considered
three parallel investigations to enhance model performance, all using cross-
validation to evaluate results. Firstly, we reduced the dropout rate in the
dense layer, evaluating models with a 30 % dropout rate and no dropout,
as the initial 50 % dropout may have excessively regularized the model.
Secondly, we introduced an additional dense layer, testing configurations with
1024 and 512 neurons, followed by a dropout layer with a 50 % rate. All
convolutional layers remained frozen in the dropout reduction and additional
dense layer investigations. Thirdly, in our transfer learning framework, certain
groups of layers are frozen to preserve the learned feature representations
from the source fault diagnosis model, while others remain trainable to allow
adaptation to the target fault detection task. In order to investigate the balance
between preserving diagnosis knowledge, model adaptability, and quantity of
trainable parameters, we established four groups of convolutional layers to be
set as frozen in independent models, as depicted in Figure 3.5. Each group
always starts at the first convolutional layer of the structure and stops before
the next convolutional or pooling layer after the last layer of the previous
group. Consequently, we have a total of four models to analyze the effect of

progressively freezing the transferred layers.
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Figure 3.5: Groups of frozen convolutional layers in the twin unit. Image
adapted from Neto et al. 2025 [3], licensed under CC-BY 4.0.

In the final stage, we trained the best-performing configuration using the
holdout method with the validation dataset for early stopping and learning
rate scheduling. We kept the last epoch state of trained models by setting the
restore_best_ weights parameter to false, as they have consistently presented

the best Fl-score. The resulting model was then evaluated on the testing
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dataset through various analyses, including detection rate assessment, output
distribution analysis, and probability equivalence evaluation for the general
faulty class and individual fault types. In order to enhance detections results
visualizations we performed a t-Distributed Stochastic Neighbor Embedding
(t-SNE)[82] on the embeddings from the dense layer when applying the twin
unit on the pair time series of the test datasets.

Finally, we compared our findings with results reported in the literature
to contextualize our model’s performance. Including the different folds, we
trained a total of 131 models during this study, which individual training
durations were recorded. Figure 3.6 shows a diagram summarizing the four

investigation stages conducted in this research.
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Figure 3.6: Summary of the investigation stages.

3.3.4
Model Performance and Training Evaluation Techniques

In this study, the Fl-score was chosen as the primary evaluation met-
ric, as it is well-suited for classification problems. The Fl-score balances
precision and recall, which makes it a robust measure for assessing model
performance[83]. Equation 3-2 presents the expressions that compute preci-
sion, recall, and the Fl-score. In fault detection, the recall is also referred to
as the fault detection rate (FDR)[84], and we used this metric to evaluate the
detection performance of individual faults in the testing stage. Additionally,
we analyzed the distribution of predicted distances to investigate the model’s

capabilities further.

. . . TF
Precision = TPiFF
_ _TF }
Recall = TFLFN (3-2)
— 9 . Precision-Recall
FlSCOTe =2 Precision+ Recall

Where TF is true faulty, FF is false faulty, and FN is false normal.
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Additionally, we recorded the L2 gradient norm for the baseline model
and all subsequent trained cases to monitor training stability and convergence.
Equation 3-3 provides the expression used to compute the L2 gradient norm,

which indicates optimization behavior throughout training.

N
Lo norm = ngdient? (3-3)

Since the predicted distance is not bound to a closed range, we applied a
modified sigmoid function, as shown in Equation 3-4, to the model’s predictions
to better interpret the predicted distance distribution around the margin.
This transformation sets the margin to 0.5 and limits the scale between 0
and 1. Furthermore, we used a reliability diagram[85, 86] to assess whether
the Sigmoid-transformed distance output could be interpreted probabilistically
using the calibration_ curve function from Scikit-learn setting it to 10 bins.
- D S
Where D is the predicted distance and m is the margin set in the

sigmoid(D)

contrastive loss.

3.4
Results and Discussion

This section presents and analyzes the study findings, dividing them into
two main parts. In the first subsection, we examine the impact of dataset size on
model performance, establish a baseline configuration, and refine key training
parameters. In the second part, we further assess the final model’s performance,
stability, and generalization capabilities, providing a comparative evaluation

against existing literature.

34.1
Training dataset size, Baseline, and Hyperparameter Investigations

Figure 3.7 summarizes the results of the initial investigation. It is possible
to observe a considerable increase in the resulting model performance until
5,250 samples (7.5 % of the total training dataset). The training performance
steadily increases for cases of 7,000 or more samples until the entire dataset is
included. However, performance on the validation set fluctuates considerably
for intermediate training dataset sizes, reproaching training performance for
more extensive training data. The gap observed could be related to overfitting,
but it could also be related to a premature triggering of the early stopping
callback.
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Figure 3.7: Loss (A) and Fl-score (B) learning curves with early stopping and
learning rate scheduler patience terms of 5 and 4, respectively.

In fact, most instances of reduced validation performance are associated
with a lower number of training epochs. For example, the configuration using
68,250 training samples (97.5 % of the dataset) yielded the highest validation
Fl-score (86.50 %), with a modest gap of 4.38 % compared to the corresponding
training F1-score, and completed after 19 epochs. In contrast, the configuration
with 42,000 training samples (60 % of the dataset) resulted in the lowest
validation Fl-score (22.66 %), which was 61.56 % lower than its training
performance and halted prematurely at just 6 epochs.

From the data presented in Figure 3.8, it is possible to observe that the
increase in training Fl-score is smooth and improves as the training dataset
size increases. Contrarily, the same score on the validation data has shown
an increasing but considerably oscillatory behavior, especially in the initial

epochs.
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Figure 3.8: Training (A) and validation (B) learning curves with early stopping
and learning rate scheduler patience terms of 5 and 4, respectively.
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Such behavior is another evidence of premature early stopping, which
indicates that the patience term might be too short. Since cases of better
performance stopped between 20 and 40 epochs, we decided to reevaluate the
effects of the training set data size with a fixed quantity of epochs equal to 30.

With the learning curve results with increasing dataset size and the fixed
quantity of epochs, it was possible to build Figure 3.9. Similarly to the previous
configuration, there is a spike in performance until 5,250 samples. However, the
training performance increased and became more stable for cases with more
data.
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Figure 3.9: Loss (A) and Fl-score (B) learning curves with 30 epochs and
learning rate scheduler patience term of 4.

Although significant gaps for intermediate amounts of training data
remained, validation performance has shown fewer fluctuations. Meanwhile,
cases with more than 43750 training samples presented improved results.

Using the largest training dataset in the study corresponded to the
highest validation F1l-score of 88.89 %. This case also presented a 2.25 %
gap from the training performance, which is a considerable improvement when
compared to the previous configuration. These results are an indication that
the amount of data we select seems to be appropriate to the problem we are
trying to solve.

From observing the individual training curves shown in Figure 3.10, it is
possible to conclude that intermediate cases reached an early stagnation during
training. This effect is most likely related to an early triggering of the learning
rate scheduler, which indicates a patience term of 4 is too short. Also, most
cases have presented a more oscillatory behavior between 10 and 15 epochs.
Due to these reasons, we selected patince terms of 10 and 15 for the Ir scheduler
and the early stopping, respectively, for the following implementations of this

study.
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Figure 3.10: Training (A) and validation (B) learning curves with 30 epochs
and learning rate scheduler patience term of 4.

Having a fixed amount of epochs allows us to analyze the impact of the
amount of training data samples on the training duration. It is possible to
observe a linear relationship between these two factors in Figure 3.11. In fact,

we obtained an R2 of 0.9991 after applying a linear regression.
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Figure 3.11: Impact of training dataset size on the training duration.

In order to evaluate stability, we performed cross-validation on the
baseline model and all other hyperparameter investigations. The baseline
implementation reached Fl-scores of 93.99 +0.93 % and 83.85 +£2.92 %
for the training and validation datasets, respectively. Besides, the training
duration was 11.3 2.7 hours with 46.4 +11.3 epochs, representing considerable
instability. Such behavior can also be observed in Figure 3.12, as the oscillation
on the validation set seems to trigger a premature stopping on folds 2, 3, and
4. Additionally, Figure 3.13 shows the L2-norm of the gradients.

Gradients in folds 3 and 4 remained more significant than the other

folds, indicating more impactful weight updates. A factor that could be
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Figure 3.12: Baseline cross-validation Loss (A) and Fl-score (B) curves.
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Figure 3.13: Baseline L2 gradient norm.

contributing to this instability is the amount of trainable parameters in the
model (9,597,440), which could also lead to overfitting. Besides, changing the
weights from the convolutional layers may shift the model away from the
patterns learned from diagnosis.

Due to the reasons stated above, stage two consisted of freezing all layers
before the dense layer of the backbone model. Doing so ensures the knowledge
transferred is not entirely "forgotten" while making the extracted features’
processing adaptable.

As expected, this procedure significantly impacted the model’s stability.
The cross-validation resulted in 91.41 +0.12 % of training f1-score and 90.84
+0.18 % of validation fl-score, representing a significant improvement in
consistency and generalization. The average difference between training and
validation for this metric is 0.57 % compared to the 10.14 % baseline.

Furthermore, the standard deviation was reduced by 0.81 % for training and
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2.76 % for validation, as shown in Figure 3.14.
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Figure 3.14: Cross-validation Loss (A) and Fl-score (B) curves after freezing
convolutional layers.

Not only did the model reach a higher performance on its first epoch, but
validation metrics persisted smooth througout the training process. Interesting
insights can also be taken from Figure 3.15. All gradients drop close to 0.22
before increasing again and stabilizing around 0.48. Since all folds starting
parameters are the same, this different increasing pace observed could be
due to how the optimizer navigates the loss landscape given the fold splits.

Nevertheless, they seem to converge to similar final states.
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Figure 3.15: L2 gradient norm after freezing convolutional layers.

Although the number of trainable parameters was 263,168 (9,334,272 less
than the baseline model) the training duration was 15.8 £3.5 h. This duration
increase results from the quantity of epochs executed before training stopped:
65.2 +14.2.

Since the model’s performance increases gradually from the first to the

last training epoch, we considered the possibility of an over-regularizing due
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to the 50 % dropout rate on the dense layer. For this reason, we started stage
three by investigating the effects of reducing and removing the dropout effect.

There was no improvement in reducing the dropout effects on the dense
layer. Contrarily, removing the dropout layer lowered the training fl-score to
90.95 +0.13 %, with insignificant changes in validation performance. These
results indicate that the 50 % dropout rate is not causing over-regularization.

The following hypothesis was that the model did not have enough
complexity to process the extracted features further. Consequently, we defined
the second part of stage three as evaluating the effects of making the dense
part of the model deeper by adding a second dense layer with 512 and 1024
neurons.

In both cases, adding another dense layer resulted in a similar reduction
of the Fl-score. Besides, the average gap between training and validation for
the same metric was 1.32 % for 512 neurons and 1.48 % for 1024 neurons, which
indicates that a second hidden layer might increase the tendency to overfitting.
Contrastingly, we observed a significant learning duration reduction in both
cases: 6.3 £1.2 hours stopping at 30.0 +6.1 epochs for 512 neurons and 7.1 +£1.7
hours stopping at 33.0 £8.6 epochs for 1024 neurons. These results indicate
that a lack of complexity on the dense part of the model does not seem to be
the limiting factor for prediction enhancement.

Finally, since freezing the entire convolutional portion of the model can
limit the model’s flexibility to adapt to the detection problem, the final hyper-
parameter investigation consisted of progressively freezing the convolutional
structure. Figure 3.16 summarizes all the performance for all configurations
from stage three of this study.

It is possible to observe that freezing groups one and two - which
include fewer layers - increased training performance while lowering scores on
validation compared to the baseline. Such behavior indicates overfitting. On the
other hand, group three displayed a considerable improvement, with an average
of 4.61 % Fl-score gap between training and validation. This performance is
less consistent than the results for freezing all convolutional layers, as freezing
group three resulted in a more significant gap between training and testing
performance and larger standard deviations. Given the amount of charts, all
training curves and L2 gradient norm for configurations from stage three can
be found in Appendix B.

The model obtained from freezing group four presented this study’s high-
est cross-validation average performance. It presented training and validation
Fl-scores of 92.48 +0.49% and 91.38 +£0.20%, respectively, implicating an av-

erage gap of 1.10 %. Although these variation ranges are wider than freezing all



Chapter 3. Article 2 - A Diagnosis-based Siamese Network for Fault Detection
Through Transfer Learning 68

1.0

0.9 1

Fl-score
=}
[e0]

1

I
~
1

0.6

0.5-

Baseline

Frozen Convolutions

Dropout rate 30 %

No dropout

H2 512 Neurons

H2 1024 Neurons
Frozen Group 1 -
Frozen Group 2 -

Frozen Group 3
Frozen Group 4 A

Figure 3.16: Average cross-validation performance for configurations from stage
three.

convolutions, we chose this as the best configuration in the study because they
are lower than 1.50 % with improved average performance. Besides, training
achieved convergence in fewer iterations: 44.8 +£4.9 epochs. Consequently, the
training duration was 5.1 hours faster on average, taking 10.7 +1.1 hours, even
with 853,760 trainable parameters out of 9,602,562.

In the context of stability, although the model presented fluctuations
when evaluating the validation dataset, it is possible to observe in Figure 3.17
that they are more prominent in the initial learning stages. Additionally,
although the increase in the validation loss triggered the early stopping, the F1-
score of the last epoch was consistently the highest. This phenomenon indicates
that the loss function does not directly represent our primary classification
metric. This difference is expected since the contrastive loss is distance-based,
while the Fl-score is classification-based. Due to this trend, we kept the last
state of the model for the last part of the study.

Regarding the L2 gradient norm shown in Figure 3.18, all folds presented
an overlapping steady decline behavior. However, folds 0 and 4 became stable
at slightly higher values than the others, which is insignificant compared to
previous cases.

Since the last convolutional layers are responsible for extracting the most
abstract information related to the investigated problem, it is coherent that
keeping these layers trainable was beneficial to the learning process. Due to the

improved performance and stability observed, we selected the freezing of the
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Figure 3.17: Cross-validation Loss (A) and Fl-score (B) curves after freezing
Group 4.
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Figure 3.18: L2 gradient norm after freezing Group 4.

layers in group four as the best configuration within the scope of this study.
Table 3.2 summarizes the results of all parameters that we investigated in our

research.

Table 3.2: Summary of investigated hyperparameter results.

F1-score (%)

Case Training  Validation Epochs Duration (h)
Baseline 93.99 +0.93 83.85 +2.92 46.4 +11.3 11.3 £2.7
Frozen Convolutions 91.41 +0.12 90.84 +0.18 65.2 +14.2 15.8 +£3.5
30 % dropout 91.31 +£0.07 90.89 +£0.15 65.2 +13.2 13.5 £2.7
No dropout 90.95 +£0.13 90.82 +0.15 62.6 +13.0 13.1 £2.6
H2 512 Neurons 91.07 £0.10 89.76 +0.18 30.0 £6.1 6.3 +1.2
H2 1024 Neurons  91.17 £0.09 89.69 +0.21 33.0 £8.6 71 +1.7
Frozen Group 1 93.91 £0.92 73.77 £6.95 28.0 0.9 6.9 +1.5
Frozen Group 2 95.29 £0.49 87.13 £2.91 31 £3.7 7.6 +£1.0
Frozen Group 3 95.46 +£0.22 90.85 +1.25 28.2 £3.4 6.9 +0.8
Frozen Group 4 92.48 +£0.49 91.38 +0.20 44.8 +4.9 10.7 +1.1
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3.4.2
Analysis of the best configuration

We trained the model with the best configuration from scratch using the
holdout method and the initial training and validation split for the testing eval-
uation. Figures 3.19 and 3.20 show that the holdout implementation yielded
the same training behavior as observed in the cross-validation investigation.
The training reached 44 epochs before early stopping, taking 8.8 hours to finish,
with training and validation F1-scores of 92.74 % and 91.57 %, respectively.
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Figure 3.19: Best model’s holdout Loss (A) and Fl-score (B) curves.
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Figure 3.20: Best model’s holdout L2 gradient norm.

In terms of deployment feasibility, the average inference time of the best
performing model was 0.011 seconds per test sample. This is substantially
faster than the dataset’s sampling interval of 3 minutes, indicating that the
model is capable of operating in real time with considerable margin. This
suggests a strong potential for industrial implementation, as the model can

deliver timely predictions with minimal computational overhead once trained.
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Performance-wise, the model achieved an F1 score of 91.41 % and a contrastive
loss of 0.072, which is close to the validation, indicating that no significant
overfitting effect occurred.

Analyzing the distribution of distances predicted by the model is impor-
tant for a better understanding of its behavior. Figure 3.21 shows a strongly
skewed distribution towards zero for cases of normal behavior with an average
predicted distance of 0.11 and a standard deviation of 0.16. This distribution
indicates that the model was able to learn new patterns that were not di-
rectly present in the transferred knowledge. On the other hand, in the case
of faulty behavior, the distance distribution is wide, with an average of 9.08
+6.01, which is expected as multiple types of fault can result in different em-

bedding representations. Nevertheless, the majority of faulty cases stay above

the margin.
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Figure 3.21: Distribution of predicted distances of test normal (A) and faulty
(B) cases.

There is no limit to the model’s predicted distances, which could result in
misleading interpretations of the distribution charts. In contrast, the sigmoid
function smoothly sets the values between zero and one. Consequently, it is
possible to better represent the classification distribution using Equation 3-4.
Figure 3.22 shows that most faulty cases are positioned far from the margin,
except for a subset of misclassifications.

The reliability diagram from the transformed values is shown in Fig-
ure 3.23. As the curve indicates poor calibration, we conclude that this output
should not be treated as a true probability. Instead, it functions as a normal-
ized similarity score. Importantly, the model still performs reliably on normal

samples, as reflected in the classification metrics and distribution analysis.
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Figure 3.22: Sigmoid output of test normal (A) and faulty (B) cases.
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Figure 3.23: Probability calibration curve of our best model.

Although we present a probability calibration curve, our primary aim
was not to achieve a calibrated probability output but rather to assess
whether the transformed scores behaved like probabilities. The observed curve
indicates that the model’s output deviates from ideal calibration. While post-
processing techniques such as temperature scaling or threshold adjustment
could potentially improve calibration, these were not pursued in this study, as
our objective was to analyze the inherent behavior of the model’s transformed
output rather than to optimize it for calibrated probabilistic predictions.

Since we have access to the specific fault label of each sample, we ana-
lyzed each fault to better understand detection predictions. It is important to
mention that these results are still based on the normal versus faulty predic-
tions from the model, not to be mistaken with fault diagnosis modeling. Table

3.3 summarizes the detection rate and statistical information of predictions.
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Table 3.3: Individual Fault Results and Average Model Outputs.
Fault Case FDR Average Distance Average Sigmoid Output

Fault 1 1.0000 11.94 £1.64 1.00 +£0.00
Fault 2 1.0000 15.55 £1.36 1.00 +0.00
Fault 3 0.3911 0.93 +£0.82 0.48 £0.18
Fault 4 1.0000 6.87 £1.10 0.99 +£0.01
Fault 5 1.0000 6.92 +2.30 0.99 +£0.04
Fault 6 1.0000 20.08 £1.98 1.00 £0.00
Fault 7 1.0000 16.96 £1.54 1.00 £0.00
Fault 8 0.9959 10.92 £3.23 0.99 £0.05
Fault 9 0.1399 0.45 £0.70 0.37 £0.15
Fault 10 0.8385 4.95 £3.81 0.82 +£0.24
Fault 11 0.9958 9.08 +3.53 0.98 +£0.07
Fault 12 0.9959 10.74 £2.88 0.99 £0.05
Fault 13 0.9562 10.80 £3.07 0.97 £0.14
Fault 14 1.0000 11.62 +£0.96 1.00 £0.00
Fault 15 0.0075 0.14 +£0.20 0.30 £0.04
Fault 16 0.8618 6.98 +5.68 0.85 +0.23
Fault 17 0.9788 14.33 £3.63 0.98 +£0.10
Fault 18 0.9014 12.46 £4.76 0.93 £0.21
Fault 19 0.9919 4.73 £1.45 0.95 £0.09
Fault 20 0.9291 5.89 +£2.54 0.93 £0.18

Faults 3, 9, 10, 15, and 16 were the cases with the worst performances,
which is coherent with what we observed in our previous diagnosis study.
Faults 10 and 16 remained above 80 %, while the others were undetectable in
more than 50 % of cases with an average predicted distance below the margin.
Figure 3.24 shows how the model’s predictions in the three most critical cases
are more skewed toward normality. All faults with FDR above 90 % resulted
in distributions of the sigmoid transformation heavily leaning toward 1.0. The
complete collection of histograms of distances and sigmoid transformations for
each fault can be found in Appendix B.

We applied t-SNE to project the embeddings from the dense layer into
a lower-dimensional representation to visualize the high-dimensional feature
space. Class zero represents fault-free samples, while each other class corre-
sponds to a fault with the same number as the class.

It can be observed in Figure 3.25 that normal cases occupy a broad
region of the plot, whereas certain fault classes form more compact clusters.
To improve the analysis of the relationship between detection performance and
the distribution of embeddings, we separated the data from t-SNE into two
visualizations.

Figure 3.26 presents the normal cases alongside fault classes according to

their detection rate for better visualization. In Figure 3.26 (A), we observe that
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Figure 3.24: Test sigmoid output of fault cases 3 (A), 9 (B), and 15 (C).

faults 10 and 16 seem to have individual clusters with partial overlap with the
normal case samples. However, Cases 3, 9, and 15 are dispersed and overlap
substantially with normal behavior, indicating that the model was unable to
detect patterns in these cases.

From analyzing Figure 3.26 (B), it is possible to observe that, in addition
to being significantly separate from normal behavior, some cases show little
overlap with other faulty conditions. This result indicates that the model could
adapt characteristics from the diagnosis model to the detection task, as our
contrastive loss setup does not focus on optimizing discrimination between
faulty classes.

To evaluate the effectiveness of our model, we compared its detection
rate with three recent studies of the TEP. Ma et al. (2024)[87] investigated
an autoencoder architecture with a multi-block orthogonal long short-term
memory backbone (MOLA). Their model used 30 input variables divided

between 4 processing blocks according to specific parts of the chemical plant.
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Figure 3.25: t-SNE of the embedding of the pair series from the test dataset.
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Figure 3.26: t-SNE of faults from the test dataset separated by detection rate
(DR) lesser than 90% (A) and greater or equal to 90% (B).

Similar to our study, they included the original 20 fault cases.

Alternatively, Hu et al. (2025)[88] developed joint time-serial variation
analysis (JTSVA), which integrates three sequential data feature extraction
techniques, aiming to achieve enhanced discrimination of faults. This study

explored 17 of the original faults in addition to the most recent one not included
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in our study.

Dong et al. (2025)[89] proposed a hybrid model focusing on distinguishing
anomalous behavior from nonstationary trends. This method uses slow feature
analysis with the local outlier factor algorithm to improve model detection
through dynamic updates of fault-sensitive variables. Their study considered
all TEP faults.

Table 3.4 summarizes the FDRs reported in the studies mentioned
alongside the results from our best model for the 20 original TEP faults. Our
model achieved the highest detection performance for 65 % of faults. We have
identified faults 3, 9, 10, 15, and 16 as the hardest to detect, which is also true
for most references. Notably, Ma et al. (2024)[87] reached higher performance
in these cases at the expense of lowering FDRs of easier scenarios. Finally, in
cases 12 and 18, our model is on par with the best scores of the references,

staying within 0.3 %.

Table 3.4: FDR comparison between our best model and state-of-art works
from the literature.

Fault Case Our Model Ref.1* Ref.2’° Ref.3¢
Fault 1 1.0000 0.9983 1.0000 0.998
Fault 2 1.0000 0.9767  0.9838 0.984
Fault 3 0.3911 0.9567 N/A 0.688
Fault 4 1.0000 1.0000 1.0000 0.998
Fault 5 1.0000 0.2633 1.0000 0.249
Fault 6 1.0000 1.0000 1.0000 1.000
Fault 7 1.0000 1.0000 1.0000 1.000
Fault 8 0.9959 0.9433 0.9813 0.981
Fault 9 0.1399 0.8850 N/A 0.418
Fault 10 0.8385 0.8833 0.8950 0.808
Fault 11 0.9958 0.9533 0.7888  0.993
Fault 12 0.9959 0.6467 0.9988  0.996
Fault 13 0.9562 0.8733 0.9525 0.941
Fault 14 1.0000 0.9967 1.0000 0.780
Fault 15 0.0075 0.9850 N/A 0.418
Fault 16 0.8618 0.6450 0.9263 0.893
Fault 17 0.9788 0.9233  0.9650 0.905
Fault 18 0.9014 0.7633 0.9038 0.903
Fault 19 0.9919 0.9817 0.9163 0.870
Fault 20 0.9291 0.7933  0.9100 0.905

Average FDR 0.8492 0.8734 N/A 0.836

Average excluding 3, 9, and 15 0.9674 0.8613 0.9542  0.894
¢ Ma et al. (2024) [87]; ® Hu et al. (2025) [88]; ¢ Dong et al. (2025) [89].

Our model demonstrates strong fault detection capabilities, achieving an
average FDR of 0.8492 across all 20 TEP faults, comparable to prior studies.
While Ma et al. (2024)[87] attained a higher average FDR by 2.42 %, our
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approach excelled when excluding faults 3, 9, and 15, reaching 0.9674, the

highest among the analyzed references.

3.5
Conclusions

This study explored a new approach to fault detection in the Tennessee
Eastman Process by combining a Siamese Neural Network architecture with
transfer learning. We transformed the detection problem into an embedding
similarity task using a pre-trained fault diagnosis model as the backbone,
enabling the model to differentiate between normal and faulty behavior more
effectively. Our results demonstrate that the best-performing configuration
achieved an Fl-score of 91.41 % on the test dataset, with fault detection rates
competitive with recent literature.

Our investigation addressed key challenges such as overfitting and stabil-
ity. The stepwise freezing of convolutional layers proved critical in maintaining
feature extraction quality while allowing adaptability to the detection task.
Despite the overall strong performance of our method, faults 3, 9, and 15 re-
main particularly difficult to detect. These faults are known to be subtle or
slow-developing as they are related to heat transfer phenomena. While our
model achieved state-of-the-art performance for most faults, further refine-
ments are needed to enhance detection for these complex scenarios. Future
work could explore hybrid models that integrate temporal attention mecha-
nisms, domain-specific physical constraints, or explore the use of focal loss to
enhance sensitivity to these cases.

It would benefit the literature if future works could also explore the
impact of alternative distance measures on model performance, particularly in
combination with modifications to the loss function. Furthermore, investigating
the integration of the detection model with the diagnosis model in an ensemble
framework could provide deeper insights into the full scope of the FDD
problem. Finally, while our investigation focuses on the Tennessee Eastman
Process dataset due to its widespread use as a benchmark, applying our
approach to other industrial datasets would provide valuable information about
its generalization capabilities and potential for broader applications in practical

fault detection scenarios.



4
General Conclusions and Perspectives

In this doctoral research, we investigated innovative methodologies for in-
dustrial process fault monitoring by developing and evaluating two deep learn-
ing frameworks. The work establishes that strategic architectural refinements
can yield significant performance improvements even within established neural
network paradigms. At the same time, innovative problem reformulations can
overcome persistent data challenges.

The first research phase demonstrated that concentrating efforts on
optimizing a single Convolutional Neural Network architecture, rather than
superficially comparing multiple models, led to gains in fault classification
performance. Our best diagnosis model achieved an average F1-score of 89.85
% across all fault classes in the Tennessee Eastman Process benchmark. This
result represented a significant improvement over the baseline model and
outperformed several approaches from the literature.

In the second phase, we introduced a new approach to fault detection by
reformulating it as a similarity problem and building upon the capabilities of
the diagnosis model. The resulting Siamese Neural Network achieved a 91.41
% Fl-score for fault detection. Analysis of individual fault detection rates
revealed that the lowest performances happened in the same class cases of
worst performances in the diagnosis model. Nevertheless, the model detection
capabilities rival performances reported in current literature.

These results demonstrate several important advances in the field of
FDD. The diagnosis model’s performance establishes that focused architectural
optimization can surpass the conventional approach of evaluating multiple
models superficially. The detection framework’s results show how reformulating
the problem and using transfer learning can help address the feature space
distribution challenge in fault detection. Together, these approaches provide
complementary solutions to different aspects of the fault monitoring pipeline.

Several promising research directions can be extended from our work.
The effectiveness of transfer learning between diagnostic and detection tasks
suggests the potential for developing frameworks that jointly optimize both
capabilities with other architectures. Since we only considered the Euclidean

distance, there is an opportunity to explore how different distance metrics can
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influence the embedding representation in the detection model. Future work
could also develop a full FDD model by combining the detection and diagnosis
models into an ensemble model. The literature would also highly benefit from
investigating our proposed approach on other dataset benchmarks and real
industrial data.

In conclusion, our findings emphasize the value of targeted architectural
optimization and transfer learning in developing monitoring solutions for com-
plex industrial systems. Our research makes a compelling case for rethinking
conventional approaches to industrial process monitoring through innovative
deep learning applications, opening new possibilities for addressing practical

fault detection and diagnosis challenges.
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Figure B.1: Loss (A), F1-Score (B), Precision (C) and Recall (D) learning
curves with early stopping.
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Figure B.2: Loss (A), F1-Score (B), Precision (C) and Recall (D) learning
curves with 30 epochs.
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Figure B.3: Baseline cross-validation Loss (A), F1-Score (B), Precision (C) and
Recall (D) curves.
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Figure B.4: Baseline L2 gradient norm.
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Stage 2 Supplementary Figures - Model stability and overfitting mitigation
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Figure B.5: Cross-validation Loss (A), F1-Score (B), Precision (C) and Recall
(D) curves after freezing convolutional layers.
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Figure B.6: L2 gradient norm after freezing convolutional layers.
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B.3
Stage 3 Supplementary Figures - Model improvement investigation
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Figure B.7: Cross-validation Loss (A), F1-Score (B), Precision (C) and Recall
(D) curves of model with reduced dropout rate (30 %).
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Figure B.8: L2 gradient norm of model with reduced dropout rate (30 %).
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Figure B.9: Cross-validation Loss (A), F1-Score (B), Precision (C) and Recall
(D) curves of model with no dropout layer.
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Figure B.10: L2 gradient norm of model with no dropout layer.
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Figure B.11: Cross-validation Loss (A), F1-Score (B), Precision (C) and Recall
(D) curves of model with additional dense layer with 512 neurons.
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Figure B.13: Cross-validation Loss (A), F1-Score (B), Precision (C) and Recall
(D) curves of model with additional dense layer with 1024 neurons.
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Figure B.14: L2 gradient norm of model with additional dense layer with 1024
neurons.
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Figure B.15: Cross-validation Loss (A), F1-Score (B), Precision (C) and Recall

(D) curves after freezing Group 1.
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Figure B.16: L2 gradient norm after freezing Group 1.



Appendix B. Supplementary results of detection model investigation

Training (—)  Validation () (A)
0.30{ — Fold 0
Fold 1
0254 — Fold 2
—— Fold 3
—— Fold 4
0.20 1
[}
(%]
9 0.15
0.10 A o~ /
H / ‘;ﬁ/ ,
. I\ O
0.05 1 \ié}-‘,(e £ l;'\\’_,\)t:\;'//\,'/\ .
0.00 +— T T T
0 10 20 30
Epoch
Training (—)  Validation () (C)
1.0 LR Eo BN VI et
ot W N
\
0.8 1
c -
.o 0-6
B2
(9]
o
£ 0.4
—— Fold 0
Fold 1
0.21 — Fold2
—— Fold 3
—— Fold 4
0.0 T T T
0 10 20 30
Epoch

1.0

103

Training (—)  Validation (---) (B)

© 0.6 1
o
9
T 0.4
—— Fold 0
Fold 1
0.2 — Fold 2
—— Fold 3
— Fold 4
0.0 T T T
10 20 30
Epoch
Lo Training (—)  Validation (---) (D)

‘=u
[¥]
&
0.4 1
—— Fold 0
Fold 1
0.2 — Fold 2
—— Fold 3
—— Fold 4
0.0 T T T
10 20 30

Epoch

Figure B.17: Cross-validation Loss (A), F1-Score (B), Precision (C) and Recall
(D) curves after freezing Group 2.
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Figure B.19: Cross-validation Loss (A), F1-Score (B), Precision (C) and Recall
(D) curves after freezing Group 3.
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Figure B.20: L2 gradient norm after freezing Group 3.
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Figure B.21: Cross-validation Loss (A), F1-Score (B), Precision (C) and Recall
(D) curves after freezing Group 4.
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Figure B.22: 1.2 gradient norm after freezing Group 4.
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B.4
Stage 4 Supplementary Figures - Best configuration results
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Figure B.23: Best model’s holdout (A), F1-Score (B), Precision (C) and Recall
(D) curves.
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Figure B.24: Best model’s holdout L2 gradient norm.
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Figure B.25: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 1.
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Figure B.26: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 2.
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Figure B.27: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 3.
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Figure B.28: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 4.
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Figure B.29: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 5.
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Figure B.30: Test predicted distance distributions of fault case 6. The sigmoid
transformation could not be represented graphically as a distribution because
all values tend to 1.0.
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Figure B.31: Test predicted distance distributions of fault case 7. The sigmoid
transformation could not be represented graphically as a distribution because
all values tend to 1.0.
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Figure B.32: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 8.
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Figure B.33: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 9.
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Figure B.34: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 10.
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Figure B.35: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 11.
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Figure B.36: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 12.



Appendix B. Supplementary results of detection model investigation 113

Fault Case 13 (A) Fault Case 13 (B)
] 1 ]
: ——- margin —-—- margin :
501 1 200 |
I I
1 1
404 | '
o I ( i _ 1501 |
530 | 5 |
o : 4 o 1
o ! I © 100 4 !
204 1
| 1
10 4 |+| - | 50 A i
1 1
0 ||:I |—|—|'_||—I|—|—‘—| . ’:l—(_f 0 : ] ' : : r =
0 5 10 15 00 02 04 06 08 1.0
Predicted distance Sigmoid output

Figure B.37: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 13.
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Figure B.38: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 14.
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Figure B.39: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 15.
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Figure B.40: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 16.
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Figure B.41: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 17.
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Figure B.42: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 18.
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Figure B.43: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 19.
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Figure B.44: Test predicted distance (A) and sigmoid output (B) distributions
of fault case 20.
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