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Resumo

Moraes Ferreira, Matheus; Barbosa Raposo, Alberto; Pires, Paulo
Roberto da Motta. Assistente Virtual utilizando Transformers
Generativos Pré-treinados no Contexto de Gerenciamento de
Reservatoérios. Rio de Janeiro, 2023. 53p. Dissertacao de Mestrado —
Departamento de Informéatica, Pontificia Universidade Catdélica do Rio
de Janeiro.

Com a crescente popularizagao das técnicas de Inteligéncia Artificial, prin-
cipalmente voltadas ao processamento de linguagem natural, testemunhamos
um notéavel avango nos Large Language Models (modelos de linguagem avanga-
dos), dos quais o Generative Pre-trained Transformer (GPT) consiste no
exemplo mais notavel. Consequentemente, assistentes virtuais tém conquis-
tado zuma presenca significativa em diversas areas da vida contemporanea.
Neste trabalho, é proposta uma metodologia para desenvolver uma assistente
virtual inteligente, baseada em um modelo gerador, capaz de compreender
a lingua portuguesa do Brasil, bem como o dominio especifico da Industria
de Oleo e Gas. Essa assistente tem a capacidade de interpretar comandos tex-
tuais fornecidos pelos usudrios e executar agoes correspondentes em um sistema
corporativo. Essa metodologia é o resultado de uma cuidadosa analise de dife-
rentes modelos generativos disponiveis, buscando identificar aquele que melhor
se adequa aos requisitos da assistente virtual inteligente em portugués. Para
treinamento é criado um dataset representativo com os conceitos necessarios e
especificos do sistema e da industria do petréleo. E adotado um processo de
refinamento que permite identificar eventuais falhas e aperfeicoar a compreen-
sao da assistente para garantir respostas precisas e direcionadas. Também sao
abordados neste trabalho os desafios e limitagdes inerentes aos modelos gene-
rativos, bem como estratégias para supera-las a fim de obter geragoes mais

precisas € seguras.

Palavras-chave
Processamento de linguagem natural; Aprendizagem de méquina;

Large Language Models; GPT;  Assistente virtual inteligente.



Abstract

Moraes Ferreira, Matheus; Barbosa Raposo, Alberto (Advisor); Pires,
Paulo Roberto da Motta (Co-Advisor). Virtual assistant using pre-
trained generative transformers in the context of reservoir
management. Rio de Janeiro, 2023. 53p. Dissertacao de Mestrado —
Departamento de Informéatica, Pontificia Universidade Catélica do Rio
de Janeiro.

With the growing popularity of Artificial Intelligence, specially related to
Natural Language Processing, we notice a remarkable development of Large
Language Models, which finds in the Generative Pre-Trained Transformers
(GPT) their most outstanding example. As a result, virtual assistants have
being gaining significant presence in various areas of modern life. In this work,
we present the development of an intelligent virtual assistant, based on a ge-
nerative model. The assistant understands Brazilian Portuguese and is trained
on the specific jargon of the Oil and Gas Industry. This assistant has the ability
to interpret textual commands provided by users and execute corresponding
actions within a corporate system. This methodology is the result of a careful
analysis of different available generative models, aiming to identify the one
that best suited the requirements of an intelligent virtual assistant in Por-
tuguese. Additionally, it involves the creation of a representative dataset, with
concepts specific to the system and the Oil and Gas Industry, to effectively
train the assistant. A refinement process allows the identification of potential
flaws and the improvement of the assistant’s understanding to ensure accurate
and targeted responses. Furthermore, this work presents the challenges and the
inherent limitations of generative models, and proposes strategies to overcome

them in order to achieve more precise and secure generations.

Keywords
Natural language processing; = Machine Learning;  Large Language
Models;  GPT;  Virtual intelligent assistant.
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1
Introducao

Na Ciéncia de Dados e Inteligéncia Artificial (IA), a linguagem natural
(ou humana) recebe representagoes mateméaticas de modo a se tornar codifi-
cavel e manipulavel através de sistemas computacionais. Essas representagoes
se dao através dos chamados modelos de linguagem. Esses modelos usam
aprendizagem de maquina para recriar o comportamento da linguagem natu-
ral. Deste modo, assimilando a correlagao entre palavras, tornam-se aptos a
fazer previsoes sobre a sequéncias que compoem frases, a traduzir um texto
ou, até mesmo, a responder a perguntas de forma inteligente.

Atualmente, os modelos de linguagem vém ganhando notoriedade devido
ao rapido avango na capacidade de lidar com ambiguidades da linguagem
humana e na compreensao de contextos complexos. Tornam-se cada vez
mais proficientes na interpretacao de sutilezas emocionais, humor e sarcasmo,
oferecendo respostas naturais e apropriadas ao contexto.

O acelerado desenvolvimento desses modelos abre importantes possibi-
lidades para o Processamento de Linguagem Natural (PLN) e para a IA de
modo geral. Com avancos em areas como a compreensao de linguagem humana,
geracao de texto, tradugao automatica e reconhecimento de fala, os modelos
de linguagem tém se mostrado cada vez mais capazes de imitar e até mesmo
superar as habilidades humanas em algumas tarefas relacionadas a linguagem.

Isso tem implicacoes significativas para uma variedade de campos, desde
recursos para Interagdo Humano-Computador (IHC) — por exemplo, assis-
tentes virtuais e chatbots — até analise de sentimentos em redes sociais e na
criacao de conteudo automatizado.

No entanto, os modelos de linguagem também apresentam limitacoes e
impoe desafios [22]. Sua efetividade se mostra muito sensivel a qualidade e a
representatividade dos dados usados para o treinamento [23]. Da mesma forma,
as respostas fornecidas pelo modelo dependem da precisao e confiabilidade
das instrugoes fornecidas pelos usudrios. Isso traz implicagoes relevantes. No
aspecto técnico, os modelos podem encontrar dificuldades para adaptacao a
contextos especificos ou muito especializados [10, 11]. No aspecto ético e moral,
podem acabar refletindo desigualdades ou preconceitos sociais presentes no

conjunto de dados utilizado para treinamento [20].
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1.1
Motivacao

A Indastria de Oleo e Gés apresenta uma complexa cadeia de valor,
que abrange uma ampla gama de processos e operagoes. Desde o segmento de
Exploragao e Produgao (E&P), também conhecido como upstream, até o Refino
e Abastecimento, ou downstream, uma infinidade de dados e informacoes sao
coletadas das mais diversas fontes e precisam ser processadas e interpretadas.

Na Engenharia de Petréleo, em particular na disciplina de Reservatoérios,
ha a necessidade de analise e interpretacao de dados e informagoes de diferentes
origens, formatos, representatividade e qualidade [27, 29]. Datasets extensos,
compostos por dados sismicos, informagoes de perfuragdo de pocos, registros
da producao e estudos de reservatorios, tornam a vida de geocientistas e
engenheiros de petréoleo desafiadora. Isso exige nao apenas o conhecimento
amplo acerca de diversos processos, mas também a familiaridade com sistemas
computacionais especializados, com avancadas interfaces.

Inspirado pela popularizacao recente dos chatbots movidos por derivados
do modelo Generative Pre-trained Transformer (GPT) [2], o desenvolvimento
de uma assistente virtual capaz de realizar tarefas complexas e especificas em
um sistema corporativo se apresenta como uma solucao atrativa e eficiente

para auxiliar as equipes de Reservatérios nas suas tarefas diarias.

1.2
Questodes e objetivos de pesquisa

A presente pesquisa tem por objetivo enderecar as seguintes questoes:

1. E possivel incorporar uma assistente virtual a interface complexa de um

sistema corporativo pré-existente?
2. Caso afirmativo, como fazer isso e quais tecnologias usar?

3. Como contornar limitacoes das estratégias escolhidas?

Portanto, o objetivo principal deste trabalho é propor uma metodologia
para a construcao de uma assistente virtual inteligente capaz de receber ins-
trugoes textuais em portugués do Brasil e de controlar um sistema corporativo,
fornecendo instrugoes estruturadas a partir da entrada recebida. Além disso,
sao discutidas algumas limitagoes apresentadas pelos modelos de linguagem

treinados em contextos genéricos, e sugeridas estratégias para contorné-las.
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O sistema corporativo!, alvo para a assistente virtual, realiza a integracao
de multiplas bases de dados especializadas, permitindo a visualizagao e analises
avancadas de informagoes essenciais a rotina das equipes de Reservatorios.

O papel da assistente aqui proposta é aprimorar a experiéncia do usua-
rio, aumentando sua produtividade. Para tanto, ela interpreta comandos em
linguagem natural e, a partir deles, aciona as funcionalidades requeridas pelo
usuario sem exigir dele o dominio completo da interface convencional do sis-
tema.

Na literatura, nao sao comuns exemplos de assistentes virtuais baseados
na familia GPT. Modelos adaptados para o contexto da Industria de Oleo e
Gés, em portugués do Brasil, sao mais escassos ainda. Essa, portanto, é a uma

importante contribuicao deste trabalho.

1.3
Estrutura do trabalho

Os capitulos subsequentes desta dissertagao estao organizados da seguinte

forma:

— O capitulo 2 traz uma revisao bibliografica que contextualiza a técnica

aqui pesquisada e expoe a lacuna bibliografica que se pretende enderecar.

O capitulo 3 descreve, em linhas gerais, o sistema corporativo alvo e a
metodologia adotada para implementacao e treinamento da assistente

virtual.

— O capitulo 4 apresenta os resultados do treinamento e dos testes realiza-

dos com a assistente.

— O capitulo 5 encerra as conclusdes e discussoes acerca de trabalhos

futuros a partir dos resultados aqui obtidos.

1Por questdes de confidencialidade e protecdo da propriedade intelectual, detalhes do
sistema alvo sdo omitidos no texto.



2
Contextualizacao e trabalhos relacionados

Desde sua introducao [1], a tecnologia dos Transformers tem permitido
o desenvolvimento de modelos cada vez mais avancados de PLN, capazes de
entender, gerar e manipular a linguagem humana com uma precisao e fluéncia
progressivamente maiores.

Uma caracteristica fundamental dos Transformers é sua independéncia
de uma estrutura sequencial, o que lhes permite, diferente de outras arquite-
turas, lidar com entradas de comprimentos variaveis.

O funcionamento de um modelo Transformers geralmente é dividido
em duas etapas principais: a etapa de codificagdo (encoding) e a etapa de

decodificagao (decoding). A figura 2.1 ilustra tais etapas.

0.1,0.2,... | 0.3,0.1,... ‘ 07, 0% i NYC
A I
Encoder Decoder
Welcome H to H NYC ‘ ’ St M Bienvenue J a
sequence word \

Figura 2.1: Etapas principais de processamento dos Transformers. Reprodu-
¢ao: Hugging Face [24]

Na codificacdo, o texto fornecido como entrada para o Transformers
é transformado em um conjunto de vetores que representam as informagoes
contidas nessa entrada. Esses vetores sao chamados de vetores de codificagao
ou embeddings. Uma vez que codifica palavras, a técnica recebe o nome de word
embedding. Para realizar a codificacdo, o Transformers utiliza varios estagios
de atencgao.

A func¢ao do mecanismo de atencao é focar o modelo nas partes relevantes
da entrada. Isso possibilita ao modelo contextualizar cada palavra em relacao
as outras presentes, tornando possivel o “entendimento” do seu significado no

contexto em que ela se encontra.
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Para isso, o mecanismo de atengao utiliza ‘cabecas de atencao’ (attention
heads) que inferem individualmente o significado de cada palavra. Os significa-
dos sugeridos por cada cabeca sdo confrontados para se alcangar um consenso
sobre a relagao de cada palavra com as outras palavras presentes na entrada.
Deste modo, maximizam a probabilidade da palavra ser interpretada no con-
texto correto.

E possivel notar esse comportamento na figura 2.2. Sdo apresentadas oito
cabegas de atengao especializadas na tradugao do inglés para o portugués. Cada
uma delas corresponde a um quadro na figura. Nos quadros, sao representadas
as palavras de entrada em inglés e as palavras de saida esperada em portugués.
Cada posicao da matriz representa a magnitude da correlacao entre as palavras
de entrada e saida; magnitudes maiores apresentam uma coloracao mais
amarelada, magnitudes menores tendem ao azul escuro. Na pratica, cada
quadro representa uma matriz de correlacao construida por cada cabega de

atencao a partir do conjunto de treinamento.
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Figura 2.2: Funcionamento das cabecas de atencao em um processo de tradu-
¢ao. Reprodugao: TensorFlow [25]
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Na etapa de decodificacao, o modelo constroéi a saida palavra por palavra,
usando um token especial de inicio de sequéncia como entrada inicial ([START],
na figura 2.2). A cada estagio de gera¢do, o modelo utiliza 0 mecanismo de
atencao para identificar e salientar as partes relevantes da entrada e saida
parcial. A saida parcial fornecida por cada estagio é representada por um
conjunto de word embeddings, progressivamente atualizados pelos estagios
anteriores.

Derivados da arquitetura dos Transformers surgiram os Large Language
Models (LLMs), que estao entre as tecnologias de TA mais sofisticadas dos
ultimos anos. Trata-se de modelos treinados em grandes conjuntos de dados
de texto — ou corpus (plural corpora) — e podem gerar texto coerente,
responder perguntas e até mesmo realizar tarefas criativas, como compor poesia
ou escrever historias.

Dentre os LLMs mais famosos estdo o GPT [2], da OpenAl!, e o
BERT (Bidirectional Encoder Representations from Transformers) [3], da
Google?. Desde entdo comegaram a surgir variantes do GPT [5, 6, 7], que sao
consideradas o estado da arte na geracao de texto. Por sua vez, as variantes
do BERT [15, 16, 17] se revelam eficientes para identificagdo de entidades
nomeadas, analise de sentimentos e preenchimento de mascaras. A figura 2.3

ilustra as principais variantes dos modelos BERT e GPT.

Semi-supervised Sequence Learning
context2Vec

ﬁ Pre-trained seq2seq
— 7]\

ULMFiT ELMo
GPT

Transformer %
Larger model
More data

[[0o
’
Def
Blense Grover

Multi-lingual Bidirectional LM

MultiFiT

Cross-lingual

XLM

UDify -
MT-DNN Permutation LM

Transfprmer-XL

More/data : VideoBERT
' CBT o,
‘ ViLBERT

ERNIE VisualBERT

MASS

Knowledge |distillation UMiLM

MT-DNNgp

. (Tsinghua) B2T2 EI;;{ET(BMC‘“)
SpanBERT e I [ Unicoder-VL gl
RoBERTa Neural [entity linker LXMERT
VL-BERT
Faunlont UNITER By Xiaozhi Wang & Zhengyan Zhang @THUNLP

Figura 2.3: Derivagoes da tecnologia dos Transformers. Reprodugao: Internet
[25]

Thttps://openai.com/
2https://www.google.com/



Capitulo 2. Contextualizacao e trabalhos relacionados 18

Tanto o GPT quanto o BERT tém sido amplamente usados em aplicac¢oes
como chatbots, geracao textual e analise de sentimentos. Eles sao capazes de
entender a linguagem natural em um nivel mais profundo do que os sistemas
anteriores, baseados em redes recorrentes, e produzem saidas de texto que
parecem ter sido escritas por um ser humano.

Embora sejam considerados o estado da arte atualmente, os LLMs
também apresentam desafios. Por exemplo, eles sdo extremamente sensiveis
e dependentes dos dados com os quais sao treinados. Esses dados podem
reproduzir viéses, suscitando inclusive questoes éticas e morais [20]. Além disso,
treinados com dados genéricos, os LLMs comumente encontram dificuldades
em entender termos técnicos, jargoes ou girias [23]. Isso pode levar a respostas
imprecisas caso o modelo seja usado em contextos especificos ou especializados.

Para contornar esses problemas, uma abordagem promissora é treinar
modelos em conjuntos de dados mais amplos e diversos e, em seguida, aplicar
uma técnica conhecida como fine-tuning, que permite que os modelos aprendam
padroes mais gerais antes de serem ajustados para padroes mais especificos
[10, 11]. Isso pode levar a modelos mais robustos, capazes de lidar com
diferentes situagoes e de entender as nuances do contexto especifico abordado

no fine-tuning (figura 2.4).

NSP Mask LM Mask LM \ /@/@@AD Start/End Span\
« a«

BERT

BERT

Masked Sentence A - Masked Sentence B Question -~ Paragraph
Unlabeled Sentence A and B Pair / Question Answer Pair

Pre-training Fine-Tuning

Figura 2.4: Tlustracdo do fine-tuning para tarefas especificas. Na esquerda
é apresentado o modelo pré-treinado com um dataset genérico; na direita
¢ representado o seu fine-tuning para trés diferentes tarefas (MNLI, NER,
SquAD). Reproducgao: BERT 3]

Com a crescente popularizacao dos LLMs, comecaram a surgir diversos
modelos que foram submetidos a um fine-tuning para o portugués do Brasil,
permitindo que essa tecnologia de PLN seja aplicada de forma mais eficiente e
precisa para os usudrios brasileiros, reduzindo os efeitos dos efeitos dos viéses

de treinamento (training biases).
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Um deles é o BERTimbau [12], um modelo que a partir do BERT recebeu
o fine-tuning para o portugués. Seu objetivo é melhorar o desempenho de
tarefas especificas de PLN em portugués, como classificacao de texto, analise
de sentimentos e reconhecimento de entidades nomeadas (por exemplo, nomes
de pessoas, objetos, lugares, datas, etc).

Por sua vez, o PetroBERT [13] é uma adaptacao do BERTimbau feita
para o contexto da Industria de Oleo e Gés. Treinado a partir de dados
especificos desse setor, como relatorios técnicos, especificagoes de equipamentos
e documentos regulatorios, esse modelo se mostra mais preciso e eficaz na
realizacao de tarefas relacionadas ao segmento.

O BERT e seus derivados se diferem substancialmente dos modelos
geradores, como o GPT, em sua principal fun¢ao e abordagem. Enquanto os
modelos geradores sao projetados para criar texto novo e fluente, o BERT
tem como foco principal a compreensao contextual bidirecional das palavras
em um texto. Em vez de gerar texto, o BERT codifica o texto de entrada
em representacoes contextualizadas, tornando-se particularmente valioso para
tarefas de processamento de linguagem natural como classificagdo de texto,
preenchimento de lacunas e extragao de informagoes.

O contexto de assistentes virtuais nao é algo novo. A idéia de ter um
software que consiga receber e interpretar comandos, sejam eles textuais ou
por voz, existe ha um tempo, muito antes da introdugao da arquitetura dos
Transformers. Destacam-se grandes exemplos de tecnologia como a Siri da
Apple? e a Aleza da Amazon®. Esses assistentes virtuais revolucionaram a
forma como interagimos com nossos dispositivos e ambientes domésticos.

Embora essa tecnologia ja exista, ela ainda apresenta a limitagao de se
comunicar exclusivamente com o sistema para a qual ela foi projetada, o que
dificulta o seu retiso em outros sistemas e aplicagoes. Por exemplo, ao tentar
acoplar uma assistente dessas em um sistema muito especifico, como o da
Industria de Oleo e Gés, e tentar solicitar a execucdo de um comando, é muito
provavel que a assistente nao saiba responder pois ela nao foi apresentada a esse
contexto de forma suficientemente representativa para realizar interpretacao e
execucao corretamente.

A lacuna enderecada pela presente pesquisa corresponde a criagao de uma
assistente virtual inteligente, em portugués do Brasil, construida a partir de
modelos generativos, que trate algumas limitacoes inerentes a tecnologia dos
Trasformers, principalmente quando aplicada a um contexto especifico, como

a Engenharia e Gerenciamento de Reservatérios [27]. Tal assistente também

3https://www.apple.com /br/siri/
4https://www.amazon.com.br/b?ie=UTF8&node=19949683011
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deve ser confiavel para incorporacao em um sistema corporativo especializado.
A pesquisa bibliografica aqui realizada sugere que referéncias para o
propoésito aqui apresentado sao escassas. Nao foram encontrados trabalhos

semelhantes que abordassem tal tema de pesquisa.



3
Metodologia

Neste capitulo serdo descritos o modelo proposto e o dataset utilizado

para treinamento e validacgao.

3.1
Estrutura do sistema alvo

O sistema alvo corresponde a uma ferramenta avancada voltada a uma
disciplina especifica da engenharia de petréleo, a saber, gerenciamento de
reservatorios. A figura 3.1 ilustra em linhas gerais a estrutura desse sistema.
Os elementos da interface de usuario refletem em grande parte as regras de
negbcio e as técnicas de processamento e integracao de dados que o sistema
realiza. Assim, é necessario que o usuario conheca essas regras e técnicas para

poder explorar toda a potencialidade do sistema.

Interface ao Usuario

Regras de Negdcio e Processamento Avancado de Dados

Camada de Acesso aos Dados

¢ 4
8 E

Multiplas Bases de Dados

>
>

Figura 3.1: Estrutura do sistema

A assistente virtual é projetada para se integrar a interface do sistema,
oferecendo uma camada adicional de interacao e assisténcia. Através da sua

capacidade de compreender comandos em linguagem natural, a assistente
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interage com o sistema realizando as tarefas requeridas pelo usuario. Deste
modo, ela livra o usuario dos detalhes de interface e da logica de negdcio,
permitindo que ele se concentre somente na visualizagdo e analise dos dados,

abstraindo do passo a passo convencional necessario para chegar até eles.

3.2
Modelo pré-treinado

Como mencionado, os LLMs sdo extremamente sensiveis ao conjunto de
dados com que sao treinados. Por isso, para se ter um modelo que seja capaz
de entender o portugués brasileiro, primeiro seria necessario expor tal modelo
a um corpus bem construido em portugués. Essa tarefa, se realizada do zero
demandaria enorme esforco, requerendo a criagdo de um dataset representativo
com o maior numero de palavras possivel. Além disso, o tempo necessario para
treinamento integral desse modelo seria impraticdvel no contexto do presente
trabalho.

Portanto, com objetivo de evitar esses problemas, ¢ utilizado aqui um
modelo pré-treinado. O modelo BLOOM [8] é um LLM treinado em diversas
linguagens naturais, incluindo o portugués do Brasil. Ja foi validado e sua
eficiéncia é comprovada [8, 9]. A distribui¢ao desse modelo segue as Responsible
Al Licenses (RAIL) [14], que garante o uso gratuito e consciente do modelo
para fins comerciais e académicos.

Esse modelo foi treinado nos moldes do GPT-3 [6] e possui 176 bilhdes
de parametros, o que assegura uma gigantesca capacidade de entendimento
das palavras, seus respectivos contextos e significados. Um parametro consiste
basicamente em um peso que serd responsavel por aprender alguma caracte-
ristica importante do problema que a rede tem como objectivo. No caso de
LLMs, um parametro pode codificar o significado de uma palavra ou a relagao
de uma palavra com outra.

O modelo BLOOM possui algumas versdes menores, como é o exemplo
do BLOOM 1bl, que é o modelo mais leve, com 1,1 bilhdo de parametros.
Por motivos de limitacao de poder computacional, a assistente aqui proposta
utiliza essa versao, que apresenta uma significativa reducao da quantidade dos
parametros, mas em testes realizados, ainda consegue manter a capacidade de

entender um grande nimero de sentencas.

3.3
Fine-tuning e training data

Sobre o modelo BLOOM 1bl1, é aplicado um fine-tuning. O objetivo

¢ adaptar e estender o modelo para uma tarefa especifica e melhorar sua
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capacidade de generalizagao para dados novos e desconhecidos. Além disso, o
fine-tuning ajuda a reduzir o tempo e os recursos computacionais necessarios,
em comparacao ao treinamento completo de um novo modelo a partir do zero.

Portanto, essa opcao se revela rapida, pratica e adequada para a prova de
conceito que se busca nesta pesquisa. O fine-tuning, especificamente para este
trabalho, é feito a partir dos termos e conceitos adotados pelo sistema alvo, ao
qual a assistente virutal esta acoplada. O processo de ajuste capacita o modelo
a criar um mapeamento entre instrucoes expressas em linguagem natural e
os comandos internos estruturados no sistema. Esses comandos representam
instrugdes que existem em uma API (Application Programming Interface)
dentro do sistema alvo, que a assistente utiliza para executar as instrugoes
internamente.

Em PLN, problemas especificos podem esbarrar na indisponibilidade
datasets prontos que atendam seus requisitos. Além disso, a propria natureza
desses problemas demanda que sejam utilizados dados em formatos especificos,
diferentes dos utilizados em datasets publicos. Portanto, para realizar o fine-
tuning do modelo, é necessario criar um dataset contendo as caracteristicas
de uso e das regras de negbcio do sistema alvo. A partir do dataset utlizado
no fine-tuning, o treinamento habilita a assistente a efetuar a traducao de
uma instrucao em linguagem natural para um comando equivalente interno ao
sistema.

Esse dataset é construido a partir de um conjunto de sentencas, compos-

tas cada uma por:

1. Uma instrugao textual indicando alguma tarefa desejada pelo usuério. Por

exemplo,

Abrir relatdrio
Criar relatorio
Criar um grafico

Plotar grafico
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2. Um comando do sistema alvo associado a instrugao previamente descrita
em 1. Os comandos internos do sistema sao modelados usando o formato JSON
(JavaScript Object Notation). O objetivo disso é voltar o mecanismo de atencao
para as combinacoes de palavras e assim ensinar o modelo a construir o JSON

se baseando na instrucao em linguagem natural fornecida como entrada.

{action: "open", target: "relatorio"}
{action: "open", target: "relatorio"}
{action: "open", target: "grafico"}

{action: "open", target: "grafico"}

3. Um token delimitador indicando o fim da sentenca de instrugdao 1 e
inicio do comando do sistema 2. A assistente foi treinada para reconhecer o
simbolo ‘:” como delimitador, entre o texto fornecido pelo usuario e o comando

correspondente.

<Texto (1)>: <Comando (2)>

A combinacao dessas trés regras, resulta em exemplos para treinamento

com o seguinte formato.

Abrir relatério: {action: "open", target: "relatorio"}
Criar relatério: {action: "open", target: "relatorio"}
Criar um grafico: {action: "open", target: "grafico"}

Plotar grafico: {action: "open", target: "grafico"}

Para a geracao do dataset de treinamento, é utilizado script em Python
para construir exemplos, seguindo essas regras de forma automatizada. Esse
script se baseia nas regras de négocio do sistema alvo, combinando-as de forma
a criar exemplos representativos para o escopo definido para a assistente.

Ao todo foram gerados 212 mil exemplos distintos para treinamento e
a metade disso, 106 mil, para teste. Nao ha intersecao entre os datasets para
treinamento e para teste, ou seja, todos os exemplos do dataset de teste sao

distintos de todos os exemplos de treinamento.
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3.4
Restricao das respostas

Uma vez que sao muito sensiveis ao dataset com que sao treinados, os
LLMs podem gerar artefatos quando submetidos a contextos muito especificos
ou nao previstos no treinamento.

Essa feicdo dos LLMs pode resultar em comportamentos até mesmo
polémicos [20]. Por exemplo, se para o treinamento do modelo foi usado um
conjunto de dados que contém mais exemplos de homens ocupando cargos
de lideranca do que mulheres, isso pode levar a resultados indesejados e
enviesados quando o modelo é usado para gerar texto ou responder a perguntas
sobre lideranca. O modelo treinado tendera a associar mais frequentemente a
lideranca com os homens do que com as mulheres.

Para contornar esse problema e aumentar a precisao nas respostas, o
mapeamento entre as instrugoes em linguagem natural e comandos do sistema
carregara dois delimitadores distintos, um marcando o inicio (‘#’) e outro o

final (‘$’) da instrucao:
# <sentenga> $

Pelo préprio funcionamento interno dos modelos, a geragao dos tokens
— simbolos ou palavras que compoem o texto gerado — de saida é um
processo continuo que ocorre indefinidamente. Na sequéncia de saida a geragao
do token corrente depende apenas dos tokens previamente gerados. Para
estabelecer um critério de parada para o processo, a saida é limitada a um
tamanho predefinido, ou seja, um niimero maximo de tokens. Durante a geracao
sequencial de saida, caso seja insuficiente para conter um comando completo,
este tamanho é dobrado. A presenca de um comando completo na saida é
indicada através dos delimitadores de inicio e final de sentenga previamente
descritos.

Ao delimitar um comando valido, esses tokens previnem que algum ruido
seja inserido, além de evitar que perguntas fora do repertério de agdes no
sistema sejam produzidas, isto é, se algo fora do contexto do sistema for
perguntado, os delimitadores nao estarao presentes e portanto o texto gerado

seré invalidado.

3.5
Tokenizacao

Para que um LLM seja capaz de processar palavras de forma eficaz, é
fundamental que ele esteja equipado com um tokenizador. O tokenizador é uma

peca essencial do pré-processamento de texto, responsavel por dividir o texto
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em unidades menores chamadas tokens. Em um contexto de processamento de
linguagem natural, um token pode representar uma palavra, um caractere, ou
até mesmo uma parte significativa de uma palavra, como um sufixo ou um
prefixo. Ao quebrar o texto em tokens, o tokenizador ajuda o LLM a entender
a estrutura e a gramatica da linguagem, tornando mais facil para o modelo
processar, analisar e gerar texto coerente.

Além de dividir o texto em tokens, o tokenizador tem a funcao de
realizar a codificacdo desses tokens em uma representacao matricial. Essa
transformacao é essencial para que os modelos de linguagem possam processar
e manipular as informacoes de texto de maneira computacional. O texto precisa
ser codificado em uma representagdo numérica pois a maioria dos modelos de
aprendizado de méaquina, incluindo os modelos de linguagem, trabalham com
numeros, vetores e matrizes em vez de texto.

Cada token é associado a um vetor numérico, muitas vezes chamado de
embedding, que reflete seu significado e contexto. Essa representagao matricial
permite que o modelo realize calculos matematicos, como operagoes de multi-
plicacao de matrizes, que sao fundamentais para o processamento de linguagem
natural. Dessa forma, o tokenizador nao apenas organiza o texto em unidades
compreensiveis, mas também habilita o LLM a trabalhar com essas unidades
em um formato numérico, possibilitando a analise, a geragdo e a compreensao
de texto de maneira eficaz e precisa.

O tokenizador escolhido foi o tokenizador pré-treinado disponibilizado
pelos desenvolvedores do BLOOM. Esse tokenizador ja contém embeddings

relacionados ao portugués do Brasil.
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3.6
Escopo e treinamento

Como descrito anteriormente, o sistema alvo para a assistente apresenta
grande porte e complexidade. Trata-se de uma plataforma que acessa multiplas
bases de dados provendo recursos avancados para a analise integrada. Portano,
disponibiliza diversas funcionalidades. No entanto, o escopo da assistente
limita-se apenas a criagdo e configuracdo de graficos e relatérios, que se
caracterizam como os recursos mais usados no sistema. Esse escopo se mostra
adequado para a prova de conceito proposta no trabalho.

A tabela 3.1 lista os hiperparametros, que sao configuragoes ajustaveis
que nao sao aprendidas diretamente durante o treinamento do modelo, e
influenciam e estao altamente ligados a facilidade de aprendizado do modelo,

usados para fine-tuning do modelo.

Tabela 3.1: Hiperparametros de treinamento

Parametro Valor
Ntumero de exemplos distintos para treinamento | 212 mil
Numero de exemplos distintos para teste 106 mil
Numero de tokens 6 milhoes
Numero de batches por step 8

Numero de batches por avaliacao 32

Numero de exemplos por batch 256

Numero total de steps de treinamento 50 mil
Numero de steps entre avaliagoes 500
Otimizador AdamW [18]

O treinamento ¢ realizado através de steps. Em cada step, oito batches de
dados sao submetidos ao modelo. Cada batch contém 256 exemplos, amostrados
randomicamente dos 212 mil exemplos disponiveis para treinamento.

Ao final de 500 steps, a taxa de erro (loss) do modelo é avaliada a partir
de 32 batches extraidos do conjunto de teste. Para ajuste do modelo é adotado
o otimizador AdamW [18]. Os pardmetros internos desse otimizador sao
escolhidos conforme o padrao documentado no framework utilizado, Hugging

Face Transformers [26].



4
Resultados

Para uma avaliacao mais precisa, os resultados obtidos sao comparados
com os dados gerados por humanos especialistas no sistema, que sao conside-
rados como referéncia para determinar o que seria correto em cada caso de
teste. Essa comparacao permite identificar possiveis desvios ou limitagoes do
modelo, buscando garantir que as respostas fornecidas sejam consistentes com
o esperado. Cada dado gerado por humanos é necessariamente diferente em
algum grau de todos os exemplos usados no treinamento, para poder garantir
maior precisao na hora de avaliar o modelo.

Para realizar a avaliagao, é utilizada a métrica de similaridades entre sen-
tencas, que basicamente consiste em se verificar quao préoximas duas sentengas
estao entre si.

Na secao a seguir, por questoes de confidencialidade, alguns termos
podem ser omitidos ou alterados com o objetivo de preservar a parte da logica

de negocio do sistema.

4.1
Treinamento

O treinamento foi realizando utilizando as configuragoes na tabela 4.1.
Ao todo, até a conclusao dessa pesquisa, foram utilizadas 1500 horas de

processamento para treinamento e ajustes finos.

Tabela 4.1: Recursos computacionais e tempo para treinamento.

Processador grafico NVIDIA V100™
Memoria de video 32 GB
RAM 125 GB
Processadores (CPU) 12
Tempo total de treinamento 17 horas

Ao concluir o processo de treinamento, conduzido com os parametros
especificados na tabela 3.1, é possivel avaliar de maneira rapida e objetiva se
o modelo realmente aprendeu a partir dos dados a partir da curva de perda
(loss), representada na figura 4.1. Esse processo de avaliacao é essencial para
determinar a eficacia do modelo e sua capacidade de generalizacao. A fungao
de loss é uma medida da diferenca entre as previsdes do modelo e os valores

reais dos dados de treinamento.
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A analise grafica da figura revela um padrao notavel: a loss diminui
progressivamente, aproximando-se de zero a medida que as épocas avancam.
Esse comportamento evidencia a habilidade do modelo em aprimorar sua

capacidade de generalizagao ao longo das épocas de treinamento.
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Figura 4.1: Loss do treinamento
4.2
Caso 1

No primeiro caso de teste, o usuario deseja construir um grafico simples
com a varidvel de vazao de 6leo (g,). O comando em linguagem natural mais

simples para executar essa tarefa é dado abaixo:

Comando: gerar um grafico com qo

Para esse caso a resposta esperada (ground truth) é data no formato
JSON abaixo:

Ground truth:
[

"alvo": 1,
"metadados": {

"funcionalidade": "grafico",
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"configuracao": "variaveis": [{ "nome": "qo" }] }

Para esse caso, a resposta fornecida pelo modelo é idéntica ao esperado,

como mostrado abaixo, também no formato JSON:

Saida do modelo:

[
{

"alvo": 1,

"metadados": {
"funcionalidade": "grafico",
"configuracao": { "variaveis": [{ "nome": "go" }] }

}

}
]
4.3
Caso 2

No segundo caso de teste, o usuario deseja construir um relatério com a
varidvel de vazao de éleo (g,), utilizando os dados de Marlim. O comando em

linguagem natural mais simples para executar essa tarefa ¢ dado abaixo:

Comando: abrir um relatorio com qo para o campo de marlim

Para esse caso a resposta esperada ¢ data no formato JSON abaixo:

Ground truth:

L
{
"alvo": "2,
"metadados": {
"categorias": [{ "nome": "marlim", "tipoCategoria": "Campo" }]
}
},
{
"alvo": 1,
"metadados": {
"funcionalidade": "relatorio",
"configuracao": "variaveis": [{ "nome": "qo" }] }
}
}
]

Para esse caso, a resposta fornecida pelo modelo também é idéntica ao

esperado, como mostrado abaixo, também no formato JSON:
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Saida do modelo:

[
{
"alvo": "2",
"metadados": {
"categorias": [{ "nome": "marlim", "tipoCategoria": "Campo" }]
}
},
{
"alvo": 1,
"metadados": {
"funcionalidade": "relatorio",
"configuracao": "variaveis": [{ "nome": "qo" }] }
}
}
]
4.4
Caso 3

No terceiro caso de teste, o usuario deseja gerar um grafico que apresente
duas variaveis, (¢,) e (gq), € associa-los a dois eixos separados, alocando (g,)
ao primeiro eixo e (g,) ao segundo. O comando em linguagem natural mais

simples para executar essa tarefa é dado abaixo:

Comando: gerar um grafico com qo, no eixo 1 e gqg no eixo 2

Para esse caso a resposta esperada é data no formato JSON abaixo:

Ground truth:

[
{
"alvo": 1,
"metadados": {
"funcionalidade": "grafico",
"configuracao": {
"variaveis": [
"nome": "qo", "eixo": 1 },
"nome": "qgi", "eixo": 2 }
]
}
}
}
]

A resposta fornecida pelo modelo é idéntica ao esperado, como mostrado

abaixo, também no formato JSON:
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Saida do modelo:

[
{
"alvo": 1,
"metadados": {
"funcionalidade": "grafico",
"configuracao": {
"variaveis": [
{ "nome": "qo", "eixo":1 },
{ "nome": "qgi", "eixo": 2 }
]
}
}
}
]
4.5
Caso 4

No quarto caso de teste, o usuario deseja construir um grafico simples
com a variavel de vazao de dleo (g,), porém a variavel esta descrita por extenso
e sem acentos. O comando em linguagem natural para executar essa tarefa é

dado abaixo:

Comando: gerar um grafico com vazao de 6leo

A resposta esperada é data no formato JSON abaixo:

Ground truth:

[
{
"alvo": 1,
"metadados": {
"funcionalidade": "grafico",
"configuracao": { "variaveis": [{ "nome": "qo" }] }
}
}
]

A resposta fornecida pelo modelo é idéntica ao esperado, como mostrado

abaixo, também no formato JSON:
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Saida do modelo:

L
{

"alvo": 1,

"metadados": {
"funcionalidade": "grafico",
"configuracao": "variaveis": [{ "nome": "qo" }] }

}

}
]
4.6
Caso 5

No ultimo caso de teste, o usuario deseja construir um grafico mais com-
plexo, utilizando duas varidveis (g,) e (qq), configuradas em eixos separados,
sendo a segunda especificada por extenso “vazao de gas”. A cada variavel deve
ser atribuida uma cor tnica. Além disso, o grafico deve exibir os dados de
todos os pogos do campo Marlim agrupados (somados) em uma curva tnica.

O comando em linguagem natural para executar essa tarefa é dado abaixo:

Comando: fazer um grafico multicolorido de go no eixo 1 e vazao de gas no eixo 2,
para todos os pocos do campo de marlim, com dados

agrupados

A resposta esperada é data no formato JSON abaixo:

Ground truth:

L
{

"alvo": "2",

"metadados": {
"tipoCategoriaFilha": "Poco",
"categoriasPai": [

{ "nome": "marlim", "tipoCategoria": "Campo" }
]
}
3,
{
"alvo": 1,

"metadados": {
"funcionalidade": "grafico",

"configuracao": {

"variaveis": [
"nome": "qo", "eixo": 1 },
{ "IlOIIle" . Ilqgll s |Ieixoll . 2 }

1,
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"dadosAgrupados": true,

"multiplasCores": true

A resposta fornecida pelo modelo é idéntica ao esperado, como mostrado

abaixo, também no formato JSON:

Saida do modelo:

L
{

"alvo": "2",

"metadados": {
"tipoCategoriaFilha":"Poco",
"categoriasPai": [

"nome": "marlim", "tipoCategoria":"Campo" }
]
}
1,
{
"alvo": 1,
"metadados": {
"funcionalidade": "grafico",
"configuracao": {
"variaveis": [
{ "nome":"qo", "eixo": 1 },
"nome":"qg", "eixo": 2 }
1,
"dadosAgrupados": true,
"multiplasCores":true
}
X
}
]
4.7

Resumo de resultados

Os exemplos acima ilustram o desempenho do modelo com fine-tuning
para geragao de comandos executaveis no sistema alvo. O grau de similaridade
entre as respostas fornecidas pelo modelo e o ground truth é calculado pela
semelhanca caractere por caractere.

E possivel observar que o modelo apresentou desempenho muito préximo

de 100%, em todos os casos, inclusive para comandos complexos como o
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apresentado na secao 4.6. Mesmo quando a similaridade caractere a caractere
nao ¢ total, o modelo gera o comando exato do ground truth. As diferencas
observadas se referem a presenga ou nao de espagos entre o nome e o valor
das propriedades do JSON gerado. O exemplo abaixo mostra o detalhe da
comparacao entre uma diferencga obeservada para o caso 4.6. No modelo gerado,

nao ha o espago separando a propriedade nome das variaveis g, e g,.

Ground truth:

L"nome": ,"qo", "eixo": 1},

{ullnomell :Ullqg" ’ulleixoll :LJ2|_|}

Saida do modelo:

L,"nome" : "qO" ,u"eixo" : L_lil_l}:

{uunomeu . nqgn ,U"eixo" . L_I2|_|}

A tabela 4.2 sumariza o grau de similaridade observado para cada um dos
casos acima. Os anexos ao final do presente documento trazem os resultados

visuais (telas) dos comandos, em cada caso, executados no sistema alvo.

Tabela 4.2: Similaridade entre as respostas observadas e o ground truth.

Caso | Similaridade (%)
1 100,00
2 100,00
3 98,97
4 100,00
5) 99,04

4.8
Fuga do contexto

Os modelos generativos podem resultar em textos indesejados a partir de
determinadas entradas. Para impedir que isso aconteca, isto ¢, que o modelo
fuja do contexto planejado, respondendo quaisquer perguntas nao apenas
relacionadas as funcionalidades escolhidas do sistema alvo, algumas mudancas

foram propostas no treinamento:
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1. Foram inseridas algumas instrucoes textuais para orientar o comporta-

mento do modelo em algumas situagoes [28]. Como por exemplo:

— Sempre que receber um comando que nao contenha algo relativo a

grafico e relatorio sempre retornar "comando invalido’.

— Nao deve responder perguntas que envolvam outros modulos.

2. Os exemplos fornecidos foram definidos de tal forma que o mecanismo
de atencao ajude na distingao entre perguntas validas e invalidas. Por
exemplo, o modelo consegue inferir que, se um comando nao envolve
grafico ou relatorio, muito provavelmente é invalido e nao deve ser

respondido.

Essa manipulacao do mecanismo de atengao ajuda o modelo a identificar
as palavras da entrada, e determinar onde e como elas devem ser encaixadas
no comando resultante. Qualquer coisa que fuja desse contexto, por exemplo
uma entrada nao relacionada a criacao ou manipulacao de grafico ou relatério,
resulta em uma sequéncia de comando invalido, conforme apresentado na
tabela 4.3. Essa sequéncia é passada para o sistema indicando que a assistente

nao consegue processar aquela entrada.

Comando Resposta do modelo
qual o melhor programa de tv comando invalido
qual o melhor time de futebol comando invalido
abrir funcionalidade_x com qo comando invalido
qual o pogo que mais produz no campo X comando invalido
qual variavel que apresenta maior vazao para o poco X comando invalido
quanto & 1 + 17 comando invalido

Tabela 4.3: Ilustragao de alguns comandos invalidos

Pela auséncia das marcacoes de inicio e final de sentenca na resposta
comando invalido, a assistente conseguira precisamente notificar o sistema
de que ha algo errado com o comando que foi inserido e fazer com que o
mesmo notifique o usuario que aquele determinado tipo de comando nao é

executavel pela assistente.
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4.9
Comandos incompletos

Para criar um gréafico e relatorio, o sistema alvo requer a especificacao
das variaveis com as quais essas funcionalidades sdo preenchidas. Por exemplo,
ao criar um grafico, o usuario deve escolher quais curvas ele quer visualizar.

Os comandos em linguagem natural tendem a refletir esse comporta-
mento, ou seja, eles especificam tanto as funcionalidades quanto o seus com-
plementos. Portanto, a assistente aprende a associar as funcionalidades sempre
ao seu complemento. Assim, ela tambem é capaz de identificar quando um co-
mando esta incompleto, com o seu complemento faltante.

Um comando incompleto nao configura erro. Para esses casos, o treina-
mento inclui uma ac¢ado adicional para requisitar um possivel complemento da

funcionalidade escolhida. O caso abaixo ilustra tal comportamento.
Comando: abrir grafico

Saida do modelo:

L

{
"alvo": 1,
"metadados": {
"funcionalidade": "grafico",
"configuracao": { "sugerirVariaveis": true }
X
b

Na saida fornecida pelo modelo, uma configuragao adicional é inserida
nos metadados, a saber, a propriedade sugerirVariaveis. Recendo o valor
true, essa propriedade ativa uma caixa de selecdo na interface do sistema
alvo para o usuario poder realizar a complementacao do comando, conforme

ilustrado na figura 4.2.
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Assistente virtual

abrir grafico ok

Para completar a agdo vocé pode selecionar algurmas varidveis para
exibir.

[ Cri ~
[ Cri Anual

[] Qwi Didrio

[] Cwi Efetiva

[] Qvi Efetivo Diario

[]Qo

[] Qo Anual v

Confirmar Agora nao

Figura 4.2: Caixa de selecdo para complementacdo de comando requisitada
pela assistente no sistema alvo.

4.10
Limites de compreensao do modelo

Foram testadas algumas sentencas em linguagem natural fornecidas por
um usuario que conhece o sistema alvo e sabe das limitagoes do modelo de
linguagem. O objetivo aqui é testar os limites de compreensao do modelo
exposto agora a um ambiente de menor controle, removendo assim um possivel

enviesamento presente nos testes demostrados anteriormentes.

4.10.1
Comandos invalidos

Alguns comandos livres fornecidos pelo usuario geram a sequéncia de
comando invalido, conforme descrito na secao 4.8. Nessas situagoes, as sen-

tencas se enquadram em trés categorias:
1. Nao apresentam sentido claro ou se mostram absurdas.
2. Nao contém explicitamente a referéncia a grafico ou relatoério.

3. Apresentam um texto significativamente mais elaborado do que os exem-

plos contidos no dataset de treinamento.

Isso dificulta o entendimento e geracao do comando para o sistema alvo.
Para essas sentencas, a acurdcia pode ser considerada 100%, pois fogem do
contexto estabelecido, ou se revelam demasiadamente ambiguas. As sentencas

que geram comando invalido sao:
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- Exibir Razdo Gas-0Oleo de Marlim

- Crie, por favor, algo tipo um relatdério e preencha as colunas com o
BSW e com a RGO das plataformas

- Quero ver as vazdes de agua de Marlim

- Criar tabela com nome dos pogos e plataforma

- Bom dia, Sistema!

- Preciso saber o quanto cada pogo produziu ontem

- Selecione plataforma

- Escolha categoria pogo

- Portar trafico com protecdo de aguia

- Criei um granito que olha pra agua

- Acai guardia zum de bes 6leo

- Criar um grafico com renda per capita paises américa latina

4.10.2
Sentencas resolvidas corretamente

A assistente consegue interpretar parcial ou completamente sentencas
com maior grau de complexidade. Isso demostra que o modelo indentifica
corretamente a intencao por tras do comando, o seu significado, e mapeia
para a instrucao adequada da API. Alguns exemplos podem ser observados

abaixo.

- Comando: graf np
Saida do modelo:
[{"alvo": 1, "metadados": { "funcionalidade": "grafico",

"configuracao": {"variaveis": [{"nome": "np"}] }}}]

- Comando: relat qo, qg, qw
Saida do modelo:
[{"alvo": 1, "metadados": { "funcionalidade": "relatorio",
"configuracao": {"variaveis": [{"nome": "qo"}, {"nome": "qg"},

{"nome": "qw"}] }}}]

- Comando: Qo, BSW, Qw, Qg, relatério, pocgo
Saida do modelo:
[{"alvo": 1, "metadados": { "funcionalidade": "relatorio",
"configuracao": {"variaveis": [{"nome": "Qo"}, {"nome": "BSW"},
{"nome": "Quw"}, {"nome": "pogo"}] }}}]

- Comando: Relatério, pogo, Qo, BSW
Saida do modelo:
[{"alvo": 1, "metadados": { "funcionalidade": "relatorio",
"configuracao": {"variaveis": [{"nome": "BSW"}, {"nome": "pogo"},

{"nome": "Qo"}] }}}]
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- Comando: criar grafico com Razio Gas-0Oleo de papa-terra
Saida do modelo:
[{"alvo": 1, "metadados": { "funcionalidade": "grafico",

"configuracao": {"variaveis": [{"nome": "RGO"}] }}}]

- Comando: Mostrar curva de 06leo

Saida do modelo:

[{"alvo": 1, "metadados": { "funcionalidade": "relatorio",
"configuracao": {"variaveis": [{"nome": "7we"}, {"nome": "Wip"},
{"nome": Ilweoll}, {"nome": "WeV"}] }}}]

- Comando: Fechar grafico com Qo
Saida do modelo:
[{"alvo": 1, "metadados": { "funcionalidade": "grafico",

"configuracao": {"variaveis": [{"nome": "Qo"}] }}}]

- Comando: Desenhar curva de Qw
Saida do modelo:
[{"alvo": 1, "metadados": { "funcionalidade": "relatorio",

"configuracao": {"variaveis": [{"nome": "Qw"}] }}}]

- Comando: criar grafico com Razdo Gas-Oleo de Mrl

Saida do modelo:

[{"alvo": 1, "metadados": { "funcionalidade": "grafico",
"configuracao": {"variaveis": [{"nome": "RG0"}, {"nome": " SECr"}]
1

Em alguns comandos é possivel notar que o modelo produz alguns
artefatos no nome das variaveis, gerando sequéncias alfanuméricas sem sentido,
como 7we, Wip, weo, wev e SECr. Embora nao representem variaveis reais do
sistema alvo, essas sequéncias sao coerentes com o dataset de treinamento.

Nesse dataset sao inseridos sequéncias similares, que nao representam
variaveis reais, mas que tem o propésito de dar flexibilidade ao modelo. Essa
estratégia permite que a assistente consiga identificar com mais precisao as
varidveis e a0 mesmo tempo nao fique presa (“decore” ou “memorize”) somente
as possibilidades das variaveis utilizadas no treinamento, visto que novas
variaveis podem ser criadas a qualquer momento. Esse comportamento nao
afeta o resultado final executado no sistema, pois a API é capaz de descartar
variaveis desconhecidas.

Alguns exemplos evidenciam que o modelo é capaz de compreender o
contexto e nao apenas palavras isoladas. Embora tenha sido treinado com
instrugoes especificas (abrir, gerar, fazer, criar, plotar e desenhar), ele
se mostra flexivel para compreender o contexto completo do comando e fornecer

a salda correta.
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- Comando: fornecer um grafico de qo
Saida do modelo:
[{"alvo": 1, "metadados": { "funcionalidade": "grafico",

"configuracao": {"variaveis": [{"nome": "qo"}] }}}]

- Comando: apresentar relatorio de np
Saida do modelo:
[{"alvo": 1, "metadados": { "funcionalidade": "relatorio",

"configuracao": {"variaveis": [{"nome": "np"}] }}}]

4.10.3
Comando nao resolvidos corretamente

Em algumas situacgoes, se observa nao consegue captar a intencao do
comando fornecido pelo usudrio. Isso geralmente ocorre em comandos em
linguagem natural que se desdobram mais de uma acao ou funcionalidade.

O exemplo abaixo ilustra essa limitacao:

Comando: Plotar grafico e abrir relatério com go
Saida do modelo:
[{"alvo": 1, "metadados": { "funcionalidade": "grafico",

"configuracao": {"variaveis": [{"nome": "zoipi"}, {"nome": "acesrq"}]1}}}]

O usuério expressa através de um tinico comando sua intencao tanto de
abrir um grafico quanto de construir um relatério, ambos preenchidos com a
variavel (),. Ainda que consiga interpretar parcialmente o comando fornecido,
o modelo ignora a criacao do relatorio e nao se mostra capaz de resolver o
complemento para o grafico.

Caso o complemento para o comando seja especificado de uma maneira
mais explicita, como mostrado abaixo, o modelo consegue gerar uma instrugao

completa, porém ainda ignorando a parte do relatorio.

Comando: Plotar grafico com qo e abrir relatério com qw

Saida do modelo:

[{"alvo": 1, "metadados": { "funcionalidade": "grafico", "configuracao":
{"variaveis": [{"nome": "qo"}, {"nome": "507"}], "dadosAgrupados": true
3]

Essa limitacao ocorre pois o modelo nao foi exposto a exemplos que
mostrem como se comportar quando duas funcionalidades sdo solicitadas ao
mesmo tempo. Embora ele nao consiga resolver esses comandos, isso nao
significa que ele ndo consegue extrair miltiplas instrugoes a partir de um

mesmo comando, como observado abaixo:
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Comando: abrir grafico de qo para o campo de marlim

Saida do modelo:

[{"alvo": "2", "metadados": {"categorias": [{"nome":"marlim",
"tipoCategoria": "Campo"}]}},{"alvo": 1, "metadados":

{ "funcionalidade": "grafico", "configuracao":{"variaveis":

[{llnomell : Ilqoll}] }}}]

Nesse exemplo, duas instrugoes sao geradas (alvos 1 e 2), orientando a
API a executar a selecao das categorias escolhidas e a criacao do grafico.

Em algumas situacdes em que o comando fornecido pelo usuario apre-
senta incoeréncia, o modelo é capaz de propor uma solugao proxima aquilo que
ele conhece. O caso abaixo exemplifica uma situagao em que, ao relatério, o
usuario tenta associar eixos, que sao configuracoes exclusivas da funcionalidade

grafico.

Comando: relatério qo qw dois eixos

Saida do modelo:

[{"alvo": 3, "metadados": { "funcionalidade": "relatorio",
"nomeManipulacao": "converter", "metadados": {"funcionalidadeDestino":

"grafico", "nomeAbaAberta": "qoqwhas2"} }}]

No sistema alvo ¢ possivel se criar um grafico a partir do contetido de um
relatério e vice-versa. Esse recurso é chamado de convers&o e esta descrito na
API. O modelo entende esse recurso como a melhor solugao para o comando
fornecido pelo usuario. Essa situagao é interessante porque ilustra a capacidade
do modelo de “pensar sobre a pergunta” e propor a resposta mais coerente
possivel dentro do escopo em que foi treinado. Isso demostra que o modelo nao

estd preso a regras inflexiveis!
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Conclusoes e trabalhos futuros

Os resultados gerados pelo modelo proposto nao podem ser comparados
diretamente com outros modelos, uma vez que muitos modelos convencionais
sao projetados com uma abordagem mais genérica e nao possuem o conheci-
mento especifico do sistema. Sendo assim, a comparagao direta entre os re-
sultados desses diferentes modelos pode levar a conclusdes enganosas sobre o
desempenho de cada um deles, a menos que sejam treinados com o mesmo
dataset.

Compreender linguagem natural e fornecer respostas coerentes sao de-
safios significativos enfrentados pelos modelos geradores atuais. Esta pesquisa
procura explorar essas questoes, fornecendo alguns detalhes sobre as limitac¢oes
desses modelos e apresentando uma abordagem metodolégica para superar es-
sas dificuldades. Ao aprimorar o entendimento e a capacidade de resposta da
assistente virtual, espera-se oferecer uma interacao mais natural e eficiente,
tornando-a uma ferramenta poderosa para auxiliar os usuarios em suas neces-
sidades diarias.

Enderecando as questoes de pesquisa levantadas no capitulo 1:

1. E possivel incorporar uma assistente virtual a interface complexa de um

sistema corporativo pré-existente?

Sim, através do treinamento de um modelo de linguagem para o contexto
especifico do sistema alvo e o mapeamento de agoes implementadas em
uma API de comunicagao é possivel incorporar uma assistente virtual a

interface complexa de um sistema corporativo pré-existente.

2. Caso afirmativo, como fazer isso e quais tecnologias usar?

Para implementar uma assistente para o sistema alvo, o primeiro passo
é a escolha de um modelo adequado para o problema em questao. Para
o modelo de linguagem foi escolhida a tecnologia dos Transformers, por
se mostrar o estado da arte para dados textuais. A metodologia aqui
proposta busca explorar os modelos geradores para interpretar um dado
em linguagem natural e gerar uma resposta em formato estruturado,
fornecida como entrada para API que executa os comandos solicitados.
O segundo passo consiste na criacdo de um dataset para treinamento
que seja representativo o suficente em relagdo ao sistema alvo. Por
fim, é necessario realizar o treinamento, com recursos computacionais

compativeis com a demanda de processamento exigida por tais modelos.
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3. Como contornar limitacoes das estratégias escolhidas?

Tanto para acelerar o treinamento, quanto para reduzir seu custo compu-
tacional, foi escolhido um modelo pré-treinado para ser usado como base
para o modelo final. Para prevenir os problemas de um modelo treinado
em um contexto genérico e possibilitar que o modelo escolhido seja capaz
de identificar um contexto especifico, foi aplicado um fine-tuning com os
termos e jargoes do sistema. Por fim, foi aplicada sobre os dados de trei-
namento, uma manipulacao que permite ao mecanismo de atencao ser
capaz de filtrar o contexto possivel de resposta, limitando-se a entradas
ligadas ao contexto proposto na pesquisa. Isso elimina a possibilidade de

respostas incoerentes, sensiveis ou enviesadas.

O modelo treinado, baseado na tecnologia dos Transformers, mostrou-se
efetivo para a concepcao de uma assistente virtual inteligente para o sistema
alvo. Deste modo o modelo proposto oferece a possibilidade de tornar a
interface do sistema mais natural, possibilitando que os usuérios se concentrem
na tarefa fim ao invés de se preocuparem com detalhes de interface ou de

usabilidade do sistema.

5.1
Principais contribuicoes

A principal contribuicdo desse estudo é a prova de conceito de uma
assistente virtual inteligente baseada em modelos geradores, capaz de entender
o portugués do Brasil e especializada no contexto de um sistema alvo pré-
existente voltado para o Gerenciamento de Reservatérios. Ainda sao escassos

na literatura trabalhos que apresentem tais contribuicoes.

5.2
Limitacoes
E importante ressaltar que a assistente atualmente estd limitada a
responder apenas a comandos relacionados ao sistema e as duas funcionalidades
especificas — geracao de graficos e relatorios — para as quais foi treinada. Essa
restricdo é intencional e adequada, uma vez que visa evitar respostas invalidas
ou potencialmente problematicas, permitindo assim uma prova de conceito.
Embora essa limitagado possa parecer restritiva em termos de variedade
de interacoes possiveis, ela desempenha um papel crucial na seguranca e na
precisao das respostas fornecidas pela assistente, evitando mal-entendidos e

fornecendo informacoes relevantes aos usuarios.
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5.3
Trabalhos futuros

H&a um vasto leque de oportunidades para aprimorar ainda mais a assis-
tente virtual e expandir suas capacidades. Com base nas conquistas alcancadas
nessa pesquisa, existe um espago promissor para testes e desenvolvimentos adi-
cionais, visando fortalecer a inteligéncia, o alcance e a usabilidade da assistente
em diversos aspectos, assim como melhorar o seu processo de treinamento com

outros modelos base e conjuntos de hiperparametros.

5.3.1

Treinamento continuo

A assistente foi treinada para responder somente duas funcionalidades
do sistema alvo. O préximo passo é disponibiliza-la em uma versao do sistema
para os usuarios reais, de modo a aprimorar continuamente a sua capacidade
de resposta. Ao permitir que os usudrios interajam com a assistente e solicitem
novas acoes que atualmente ela nao consegue responder, torna-se possivel
treina-la para responder a essas demandas especificas, por exemplo, manipular
outras funcionalidades.

Essa abordagem interativa permitira que a assistente expanda gradual-
mente sua cobertura e se torne cada vez mais completa, a medida que novos
dados de treinamento sao construidos a partir das interagoes dos usuarios.

Assim, os préprios comandos e solicitagbes dos usudrios desempenham
um papel fundamental na melhoria da assistente. Cada interagao fornece in-
formagoes valiosas para aprimorar sua compreensao e resposta aos usuarios,
contribuindo para a criagao de um conjunto de treinamento mais robusto. Ao
aproveitar essa colaboracao entre a assistente e os usuarios, é possivel impul-
sionar seu aprendizado e permitir um constante aperfeicoamento das habilida-
des da assistente, atendendo cada vez mais as necessidades e expectativas dos

usuarios de forma abrangente, precisa e eficiente.

5.3.2
Adaptacao personalizada

Outro aspecto relevante a ser explorado é a personalizacao da assistente
para se adaptar aos diferentes usudarios. Isso pode envolver o desenvolvimento
de mecanismos de aprendizado continuo, nos quais a assistente seja capaz de
se ajustar as preferéncias e necessidades individuais dos usuarios, oferecendo

respostas mais personalizadas e relevantes.
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5.3.3
Expansao de linguagens e dominio

Além das perspectivas mencionadas anteriormente, uma area de pesquisa
altamente relevante e promissora para o aprimoramento da assistente virtual é
a sua expansao para além do portugués do Brasil, tornando-se verdadeiramente
multilingue. Ao tornar-se capaz de a compreender e interagir em diversos idi-
omas, a assistente poderia atender a um publico mais amplo e diversificado,
facilitando a comunicagao e oferecendo suporte em diferentes contextos lin-
guisticos.

O mesmo principio se aplica a expansao do escopo da assistente virtual,
abrangendo uma variedade de dominios adicionais. Ao ampliar sua compreen-
sao e conhecimento em diferentes areas, a assistente seria capaz de fornecer
informacdes e suporte especializados para além do setor de Oleo e Gés, abran-
gendo outros dominios relacionados a Industria, para além da disciplina de
Reservatoérios, como a automacdao de processos. Com essa expansao de co-
nhecimento e escopo, a assistente virtual se tornaria uma valiosa aliada na
Industria, ajudando a impulsionar a eficiéncia, a seguranca e o desempenho

geral dos processos automatizados.

5.3.4
Novos modelos e ajuste de hiperparametros

Com o avanco continuo no campo de PLN, surgem constantemente
modelos e técnicas aprimoradas que podem ser aplicados na construcao da
assistente. A investigacdo de novos modelos baseados em Transformers, ou
outra tecnologia, pode conduzir a um passo interessante para a melhoria da
assistente virtual. Um modelo promissor para a aplicacao aqui apresentada é
o modelo Llama [19], baseado na arquitetura dos Transformers com tamanhos
que variam de 7 a 65 bilhoes de parametros e que tem se mostrado um modelo
eficiente para geracao textual.

Além disso, os hiperparametros, que sao configuragoes que controlam
o comportamento dos modelos de aprendizado de maquina, também podem
ser otimizados para melhorar o desempenho da assistente. Isso envolve a
experimentacao com diferentes valores para hiperparametros como taxa de
aprendizado, tamanho da rede, otimizadores, entre outros, a fim de encon-
trar as combinacgoes ideais que levem a um desempenho otimizado da assis-

tente.
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A
Anexos

Aqui estao reunidas figuras que ilustram dos resultados obtidos apds a
execucao dos comandos de teste no sistema alvo. Essas imagens correspondem
a respostas produzidas na interface do sistema alvo, permitindo a compreensao
abrangente do desempenho e funcionamento da assistente proposta nesse
trabalho.

E importante destacar que, para preservar a propriedade intelectual da
regra de negbcio do sistema alguns termos e nomes de entidades foram des-
caracterizados ou ocultados. Todos os dados apresentados aqui, apos a desca-
racterizacao e ocultagdo de nomes, refletem informacgoes disponiveis publica-
mente no site da Agéncia Nacional do Petréleo, Gas Natural e Biocombustiveis
(ANP), garantindo, assim, que os dados exibidos nesse trabalho sdo de dominio

publico.

Al
Resultados por Caso

A.l.1
Caso 1

A figura A.1 ilustra a execugao do comando: gerar um grafico com qo.
E possivel observar que a assistente consegue identificar as entidades relavantes
no comando e gerar a instrucao correta para que o sistema alvo atenda a
solicitacdo do usuario como esperado, isto é, resultando na criagdo de um

grafico como a variavel g,.

5. ‘EHET MLS-MARLIM SUL

|ANCHANC BRAVA

LS MARLIMSUL w00

MRLMARLIM

PPTPAPATERRA w00
STUP-SUL DE TUPL
TPUANG TUPILESTE 2000
TUP-TUPI

VDVOADOR 205009

[fataafatalafate
¥5£343

Figura A.1: Resultado Caso 1



Apéndice A. Anexos o1

A.1.2
Caso 2

A figura A.2 ilustra a execugao do comando: abrir um relatorio com
qo para o campo de marlim. E possivel observar que a assistente identifica
as configuragdes necessarias para abrir o relatério com a varidvel solicitada
e em seguida seleciona a categoria correta, nesse caso, o campo de Marlim,

visivel no painel chamado de ‘Categorias’, na lateral esquerda da tela.

VD-VOADOR

Nmero de linhaz: 390 Namero de célulss: 1 Soma: 0

Figura A.2: Resultado Caso 2

A.1.3
Caso 3

A figura A.3 ilustra a execucdo do comando: gerar um grafico com
qo, no eixo 1 e qg no eixo 2. A assistente identifica as configuragoes ne-
cessarias para abrir o grafico com as variaveis solicitadas e em seguida as

configura em eixos separados, como observadas nas bordas esquerda e direita

do grafico.

s e

Figura A.3: Resultado Caso 3
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A.l1.4
Caso 4

A figura A.4 ilustra a execugdo do comando: gerar um grafico com
vazao de 6leo. A assistente identifica a variavel, descrita por extenso, corre-
tamente. Isso mostra que ela é capaz de identificar corretamente as entidades
do sistema e escrever os comandos coerentes através da interpretacao da en-

trada.

MRLMARLIM

TPUANG TUPILESTE
TUP-TUP!
VDVOADOR

Figura A.4: Resultado Caso 4

A.1.5
Caso 5

A figura A.5 ilustra a execucdo do comando: fazer um grafico
multicolorido de qo no eixo 1 e vazao de gas no eixo 2, para
todos os pocos do campo de marlim, com dados agrupados.

Esse comando é mais complexo que os demais, dado que é composto de

diversos detalhes e tarefas. Para processa-lo a assistente deve ser capaz de:

— Interpretar as varidveis descritas tanto na forma simbodlica quanto na

escrita por extenso, g, e vazao de gas, respectivamente.
— Distribuir as variaveis interpretadas nos respectivos eixos solicitados.

— Identificar que a palavra ‘multicolorido’ remete a atribuicao de cores
distintas para as variaveis.
— Identificar que os dados de entrada do gréafico sdo provenientes de todos

os pocgos do campo solicitado.

— Identificar que os dados devem ser agrupados, isto é, devem ser resgata-

dos para cada poco e entao somados para gerar a curva final.
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Através da andlise da figura A.5 é possivel observar que a assistente
consegue atingir a todos os objetivos mencionados anteriormente. E possivel
notar que, no painel de Categorias, todos os pogos que terminam com o sufixo
MRL estao selecionados. Isso mostra que a assistente entende que deve buscar
todos os pocgos relacionados ao campo de Marlim e seleciona-los para compor

as curvas finais exibidas no grafico.

2Mebes 89624757 9efa coeeSAENSTe
471204 4as6 et Hb310=2000

Figura A.5: Resultado Caso 5
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