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Abstract

Mashdour, Saeed; de Lamare, Rodrigo Caiado (Advisor). Re-
source allocation techniques for cell-free massive MIMO
networks. Rio de Janeiro, 2024. 116p. Tese de Doutorado – Depar-
tamento de Engenharia Elétrica, Pontifícia Universidade Católica
do Rio de Janeiro.

Cell-Free Massive Multiple-Input Multiple-Output (CF-mMIMO)
networks are a promising evolution in wireless communications, offering
notable improvements in user experience and network performance by elimi-
nating traditional cell boundaries. These networks employ a large number of
distributed access points (APs) to serve a smaller number of user equipments
(UEs), forming a unique wireless network architecture that ensures solid co-
verage and service delivery. A primary concern in the context of CF-mMIMO
networks is the efficient allocation of resources, particularly user scheduling
and power allocation. The aim of this thesis is to investigate these tasks in the
downlink of a CF-mMIMO network, considering both perfect and imperfect
channel state information (CSI).

In user scheduling, the objective is to select a subset of UEs to be
served at any given time. This process is inherently complex as it must
cater for numerous factors such as the priority of UEs, varying channel
conditions, and physical UE locations. Effective user scheduling is instrumental
in optimizing the utilization of network resources, enhancing UE satisfaction,
and managing network traffic efficiently. Power allocation also plays a key role
in the distribution of transmission power among APs and the selected UEs. In
CF-mMIMO systems, an effective power allocation strategy can help mitigate
inter-user interference and optimize energy efficiency, while enforcing the total
available power and hardware constraints.

This thesis further considers the context of clustered cell-free (CLCF)
networks, as non-overlapping network clustering and also usec-centric cell-free
(UCCF). These networks present their own unique challenges and opportuni-
ties in terms of user scheduling and power allocation. An in-depth exploration
and comparison of different techniques within this settings could offer valuable
insights into the development of more efficient resource allocation strategies.
The thesis aims to provide a comprehensive study of resource allocation, focu-
sing on user scheduling and power allocation in the downlink of CF-mMIMO
networks, taking into account both perfect and imperfect CSI and exploring
the implications of these techniques in CLCF and UCCF network contexts,
and indicate some topics for further investigation in the future works.
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Resumo

Mashdour, Saeed; de Lamare, Rodrigo Caiado. Técnicas de alo-
cação de recursos em redes de múltiplas antenas massivas
livres de células. Rio de Janeiro, 2024. 116p. Tese de Doutorado
– Departamento de Engenharia Elétrica, Pontifícia Universidade
Católica do Rio de Janeiro.

As redes multi-input multi-output massivas livres de células (CF-
mMIMO) são uma evolução promissora nas comunicações sem fio, oferecendo
melhorias notáveis na experiência do usuário e no desempenho da rede ao eli-
minar as fronteiras tradicionais das células. Essas redes empregam um grande
número de pontos de acesso (APs) distribuídos para servir um número menor
de equipamentos de usuário (UEs), formando uma arquitetura de rede sem fio
única que garante uma cobertura sólida e entrega de serviço. Uma preocupação
primária no contexto das redes CF-mMIMO é a alocação eficiente de recur-
sos, particularmente o agendamento de usuários e a alocação de potência. O
objetivo desta dissertação é investigar essas tarefas na transmissão downlink
de uma rede CF-mMIMO, considerando tanto a informação perfeita quanto a
imperfeita do estado do canal (CSI).

No agendamento de usuários, o objetivo é selecionar um subconjunto
de UEs para serem atendidos em um determinado momento. Esse processo
é inerentemente complexo, pois deve levar em consideração diversos fatores,
como a prioridade dos UEs, as condições variáveis do canal e as localizações
físicas dos UEs. O agendamento eficaz de usuários é fundamental para otimizar
a utilização dos recursos da rede, melhorar a satisfação dos UEs e gerenciar o
tráfego da rede de forma eficiente. A alocação de potência também desempenha
um papel crucial na distribuição da potência de transmissão entre os APs e os
UEs selecionados. Nos sistemas CF-mMIMO, uma estratégia eficaz de alocação
de potência pode ajudar a mitigar a interferência entre usuários e otimizar a
eficiência energética, enquanto impõe as restrições de potência total disponível
e de hardware.

Esta dissertação também considera o contexto das redes livres de células
agrupadas (CLCF), como o agrupamento de rede não sobreposto e também
o livres de células centrado no usuário (UCCF). Essas redes apresentam
seus próprios desafios e oportunidades únicos em termos de agendamento de
usuários e alocação de potência. Uma exploração e comparação aprofundada
de diferentes técnicas dentro desses contextos poderia oferecer insights valiosos
para o desenvolvimento de estratégias de alocação de recursos mais eficientes.
A dissertação visa fornecer um estudo abrangente da alocação de recursos,
focando no agendamento de usuários e na alocação de potência na transmissão



downlink de redes CF-mMIMO, levando em consideração tanto a CSI perfeita
quanto a imperfeita e explorando as implicações dessas técncas nos contextos das
redes CLCF e UCCF, além de indicar alguns tópicos para investigação futura.

Palavras-chave
MIMO massivo sem células; Agrupamento; Programação de usuários;
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1
Introduction

Cell-free Massive multi-input multi-output (CF-mMIMO) is a novel
network architecture initially suggested in [1], that utilizes a large number of
access points (APs) dispersed across a geographic region. These APs serve all
user equipment (UEs) using the same time-frequency resources. This represents
a departure from conventional multicell multi-input multi-output (MIMO)
systems, where UEs are served by a single base station per cell. This new
structure offers consistent high-quality service for all UEs and leads to an
improvement in network coverage [2]. Additionally, CF-mMIMO networks
provide higher throughput than traditional small cell networks, representing a
significant advancement in wireless communication systems.

1.1
Motivation and Prior Works

The introduction of CF-mMIMO networks has significantly reshaped the
communication landscape [1]. However, these distributed networks, comprising
several APs to serve UEs, present certain challenges, including an enormous
computational load and heightened costs due to concurrent processing of all
channels and signals [1, 2]. This has called for the adoption of clustering
techniques, both user-centric and network-centric, to mitigate signaling and
computational expenses [2]. Notably, resource allocation strategies like power
allocation and multiuser scheduling are vital for enhancing system performance
in these CF networks, attracting a gread deal of interest in these topics [3–8].

Previous research has highlighted the importance of multiuser scheduling,
which minimizes interference and optimizes system performance [5,7]. Further-
more, power allocation is essential to support the large number of receivers,
making the entire process more efficient [6, 9, 10]. Different techniques have
been investigated, including maximization of a weighted sum-rate problem,
joint optimization of UE scheduling, power allocation, pilot length, and the
minimization of the total grid power consumption [9–11]. These studies have
set the stage for further research to address various performance and efficiency
concerns associated with CF networks.

Although various precoding techniques like linear minimum mean square
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error (MMSE) and zero-forcing (ZF) have been discussed in several stud-
ies [4–6], there is a clear need for more research on resource allocation in Clus-
tered Cell-Free (CLCF) networks, considered as non-overlapping networks, and
user-centric cell-free (UCCF) massive MIMO networks, especially regarding
multiuser scheduling and power allocation. The challenge here lies in creating
a balance between high performance and manageable computational cost. In
view of this, we aim to look into more efficient strategies. In our work, we
propose using enhanced greedy and stochastic gradient techniques, in CLCF
network and UCCF network incorporating different clustering criteria. More-
over, we introduce robust resource allocation techniques for UCCF networks.
These approaches aim to address existing challenges and drive advancements
in the field.

1.2
Contributions

The primary objective of this thesis is to improve understanding and
application of resource allocation strategies in CF, CLCF and UCCF massive
MIMO networks. To achieve this, our research first explores the use of linear
precoding techniques, particularly ZF and MMSE, in the broader context of
multicell, CF and CLCF networks. These techniques have been instrumen-
tal in addressing interference and enhancing overall network performance. We
also derive and analyze sum-rate expressions for these diverse network models,
providing an in-depth comparison that is anticipated to illuminate the per-
formance characteristics of each network type and guide future strategies for
their improvement.

In terms of resource allocation, our focus then turns to two critical com-
ponents: user scheduling and power allocation. For user scheduling, we propose
a novel approach based on the enhanced greedy technique, optimizing it for
the CLCF context. This refined version of the greedy user scheduling tech-
nique is projected to significantly boost the performance of user scheduling.
Power allocation is also thoroughly analyzed. We propose and examine two
techniques, gradient ascent and gradient descent, in the context of the CLCF
network. By implementing these approaches, we aim to augment the perfor-
mance of power allocation in CF-mMIMO networks. Afterwards, we explore
UCCF networks with multiple-antenna APs, evaluating network performance
under different AP clustering criteria and propose an AP clustering technique
for these networks. We also present a fair resource allocation strategy aimed
at equitably distributing network resources among the UEs.

To develop more robust resource allocation techniques against CSI imper-
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fections, we propose a robust user scheduling technique alongside two robust
resource allocation methods. These methods are designed to significantly en-
hance network performance by addressing the challenges posed by imperfect
CSI, ensuring more reliable and efficient resource management. Taken together,
these efforts are expected to significantly contribute to the understanding and
practical applications of resource allocation in CF, CLCF and UCCF massive
MIMO networks.

1.3
List of the Abbreviations and Variables

In this thesis, the lists of abbreviations and variables used throughout the
work are provided below, detailing their respective meanings and descriptions
for clarity and consistency.

List of Abbreviations

Abbreviation Description
CF-mMIMO Cell-Free Massive Multiple-Input Multiple-Output

AP Access Point
UE User Equipment

CLCF Clustered Cell-Free
UCCF User-Centric Cell-Free

CSI Channel State Information
MMSE Minimum Mean Square Error

ZF Zero-Forcing
ICI Inter-Cell Interference

SNR Signal-to-Noise Ratio
ZFS Zero-Forcing with Selection
LSF Large-Scale Fading
SR Sum Rate

BER Bit Error Rate
FLOPs Floating-Point Operations

EPL Equal Power Loading
GD Gradient Descent
GA Gradient Ascent

PCSI Perfect Channel State Information
ICSI Imperfect Channel State Information

REOP Robust Extremum Optimization Problem
RGDPA Robust Gradient Descent Power Allocation

WRGDPA Worst-Case Robust Gradient Descent Power Allocation
6G Sixth Generation Wireless Networks

Table 1.1: List of Abbreviations
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List of Variables

Variable Description
M Total antenna number of APs
L Number of APs in multiple antenna APs
Lt Number of cells in cellular network
N Number of antenna per AP
Nt Number of Base Station antennas
K Total number of UEs
n Number of UEs scheduled in the network or timeslot

Mc Number of APs in cluster c
Kc Number of UEs in cluster or cell c
nc Number of UEs scheduled in the cluster c
ns Number of UEs scheduled in the cell s
C Number of clusters
H Channel matrix in cellular network
G Cell-free channel matrix
Ĝ Estimated channel matrix
G̃ Channel estimation error matrix
P Precoding matrix
x Transmitted symbol vector
w Additive noise vector

RCF Sum-rate of the cell-free network
RUC Sum-rate of the user-centric cell-free network
Rc Sum-rate of cluster c
βmk Large-scale fading coefficient between AP m and UE k
Sn Subset of n UEs scheduled in the timeslot

SRAv Average sum-rate across all timeslots
R Covariance matrix

gmk Channel coefficient between AP m and UE k
σ2

w Variance of the additive noise
PLmk Path loss between AP m and UE k
dmk Distance between AP m and UE k
Rt Total sum-rate
ρf Downlink power normalization factor
P Total power constraint
D Power allocation matrix
d Power allocation vector

Table 1.2: List of Variables

1.4
Notation and Outline

Throughout this report, the notations in table 1.3 are adopted.
The rest of this thesis is organized as follows:
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Table 1.3: Notation

Small letters Scalar, e.g., x

Bold small letters Vector, e.g., x

Bold capital letters Matrix, e.g., X

(.)T Transposition

(.)∗ Complex Conjugate

(.)H Complex Conjugate transpose (Hermitian)

∥.∥F Frobenius norm

IN denotes the CN×N identity matrix

CN (., .) Complex normal distribution

A ∪ B Union of sets A and B

A \ B Exclusion of set B from set A

Tr(.) Trace of a matrix

diag{...} Creates a diagonal matrix with {...} on its diagonal entries

- Chapter 2 reviews network topologies and system models that are
fundamental to modern wireless communications. We then analyze four
main types of networks: traditional cellular, cell-free (CF), user-centric
cell-free (UCCF), and clustered cell-free (CLCF) networks. The chapter
also introduces system models and downlink communication techniques,
focusing on linear precoding and multiuser scheduling for optimizing
multicell and CF-mMIMO systems.

- Chapter 3 presents the Sequential Multiuser Scheduling and Power
Allocation (SMSPA) approach to enhance performance in CF and CLCF
networks. We develop the Clustered Enhanced Subset Greedy (C-ESG)
user scheduling method and employ gradient-based optimization for
power allocation, providing analytical and simulation-based validation
of this resource allocation framework.

- Chapter 4 deals with clustering and fair resource allocation in UCCF net-
works using information rates as the AP clustering criterion. Providing
a detailed analysis of the proposed clustering technique and examina-
tion of network performance under various conditions, its effectiveness
in achieving equitable resource distribution among UEs is demonstrated.

- Chapter 5 investigates robust resource allocation techniques and proposes
a robust user scheduling algorithm and two distinct power allocation
methods to enhance network performance against CSI imperfections. It
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includes a detailed analysis and performance assessment, showcasing the
improvements brought by the proposed robust techniques.

- Finally, Chapter 6 concludes the study by providing a summary of
the findings, outlining the implications of this research, and suggesting
directions for future work in this area. By exploring these key areas in-
depth, this thesis seeks to contribute significantly to the understanding
and optimization of resource allocation in CF-mMIMO networks.

1.5
Publication List

This work so far has resulted in a number of published papers as follows:

- Journal Papers

– Mashdour, S., de Lamare, R. C., Lima, P. S. H., Enhanced
Subset Greedy Multiuser Scheduling in Clustered Cell-
Cree Massive Mimo Systems, IEEE Commun. Lett., 2022, doi:
10.1109/LCOMM.2022.3230641.

– Mashdour, S., Salehi, S., de Lamare, R. C., and Schmeink, A., Lima,
P. S. H., Clustering and Scheduling With Fairness Based
On Information Rates for Cell-Free MIMO Networks, IEEE
Wireless. Commun. Lett., 2024, doi: 10.1109/LWC.2024.3388318.

- Conference Papers

– Mashdour, S., de Lamare, R. C., Lima, P. S. H., Multiuser
Scheduling with Enhanced Greedy Techniques for Multicell
and Cell-Free Massive MIMO Systems, presented at the IEEE
95th VTC, Helsinki, Finland, June. 19-22, 2022, pp. 1–5.

– Mashdour, S., de Lamare, R. C., Schmeink, A., Lima, P. S. H.,
MMSE-Based Resource Allocation for Clustered Cell-Free
Massive MIMO Networks, presented at the 26th International
ITG Workshop on Smart Antennas and 13th Conference on Sys-
tems, Communications and Coding, Germany, Braunschweig, Feb.
27-March. 3, 2023, pp. 1-6.

– Mashdour, S., de Lamare, R. C., Schmeink, A., Lima, P. S. H.,
Sequential Multiuser Scheduling and Power Allocation for
Clustered Cell-Free Massive MIMO Networks, Proceedings
of Eusipco 2023, Helsinki, Finland.

– Mashdour, S., Flores., A, R., Salehi, S., de Lamare, R. C., Schmeink,
A., Lima, P. S. H., da Silva, P. B. Robust User Scheduling and
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Power Allocation in Cell-Free Massive MIMO Networks,
Proceedings of ISWCS 2024, Rio de Janeiro, Brazil.

- Submitted Papers:

– Mashdour, S., Flores., A, R., Salehi, S., de Lamare, R. C., Schmeink,
A., da Silva, P. B. Robust Resource Allocation in Cell-Free
Massive MIMO Systems, submitted to IEEE Transactions on
Communications.



2
Architectures and Models for Cellular and Cell-Free Networks

Figure 2.1: Presentation of different networks.

In this chapter, we first aim to exploration of network topologies and
system models that form the basis of modern wireless communication. We will
explore the characteristics of four key types of networks: traditional cellular
networks, cell-free (CF) networks, user-centric cell-free (UCCF) networks, and
Network-Centric Cell-Free or clustered cell-free (CLCF) networks, as depicted
in Fig. 2.1. Each of these network structures offers unique benefits and presents
distinct challenges, particularly in terms of performance, scalability, and user
experience.

Following this overview, we examine the system models and downlink
communication techniques applicable to cellular and cell-free networks. We
will describe linear precoding techniques and multiuser scheduling algorithms,
which are critical for optimizing network performance. These algorithms are
especially pertinent in the context of multicell and CF-massive MIMO (CF-
mMIMO) systems, where multiuser scheduling is essential for handling high
user densities and ensuring efficient use of resources.
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Furthermore, we evaluate the sum-rate performance of multicell and
CF-mMIMO systems using a greedy user scheduling approach based on the
zero-forcing beamforming with selection (ZFS) algorithm for downlink [12].
Multicell multiuser-MIMO systems have become an integral part of modern
wireless networks due to their support for higher transmission rates, spectral
and energy efficiencies, providing concurrent service to UE terminals within
each cell [13–15]. One major motivation behind multiuser scheduling stems
from the need to optimize system performance, especially in situations where
the UE density surpasses the number of transmit antennas [12]. Furthermore,
challenges such as pilot contamination, which hampers transmit power for each
UE in massive MIMO, emphasize the importance of sophisticated multiuser
scheduling techniques [16, 17]. Cell-free massive MIMO systems, on the other
hand, comprise randomly dispersed single-antenna APs that serve all UEs
simultaneously, which in turn results in increased throughput [1, 18, 19]. To
tackle these challenges, we first employ a network-centric clustering approach
to mitigate the computational cost in CF systems, alongside a novel greedy
algorithm for multiuser scheduling. This algorithm is designed to approach the
performance of the optimal exhaustive search. The efficacy of our proposed
method is validated in both multicell and cell-free networks, using numerical
results that reveal the sum-rate performance of the scheduling algorithm under
a spectrum of channel knowledge conditions.

The remainder of this chapter is organized as follows: Section 2.1 provides
an overview of the cellular network architecture, detailing its structural charac-
teristics. Section 2.2 examines the CF network structure, outlining its unique
properties. In Section 2.3, we explore the user-centric cell-free (UCCF) net-
work configuration, while Section 2.4 discusses the clustered cell-free (CLCF)
network design. Moving forward, Section 2.5 presents the channel and signal
models applicable to multicell, CF, and network-centric CF networks. Section
2.6 introduces the zero-forcing beamforming with selection (ZFS) algorithm
and an enhanced multiuser scheduling approach. Section 2.7 presents numeri-
cal results to assess performance, and finally, Section 2.8 summarizes the key
insights derived from this chapter.

2.1
Cellular Networks

In the upper-left segment of Fig. 2.1, we depict a conventional cellu-
lar network. Each geographical cell in this network is served by a dedicated
base station designed to support the UEs within its coverage area. This net-
work model, characterized by its simplicity and clearly defined structure, has



Chapter 2. Architectures and Models for Cellular and Cell-Free Networks 25

been the cornerstone of most contemporary wireless communication systems.
However, this simplicity comes at the cost of inter-cell interference. As each
base station operates independently, UEs positioned near the cell edges of-
ten experience cross-interference from neighboring base stations. Despite this
drawback, the defined structure and manageability of cellular networks make
them a simple and cost-effective solution for areas with low UE density.

2.2
CF Networks

We now shift our focus to the lower-right part of the figure, which
illustrates a CF network. Unlike its cellular counterpart, CF networks envision
a large-scale cooperative area where all UEs are served by all APs within their
transmission range. This wide-ranging, cooperative support reduces inter-cell
interference to a large extent and improves the overall network performance.
However, this comes with the trade-off of increased complexity in network
management, mainly due to the intricate coordination required among the
numerous APs. This cooperative paradigm, although providing a superior
signal quality, necessitates complex signal processing and control algorithms,
which can pose significant challenges to the network’s operational efficiency.

2.3
UCCF Networks

The lower-left quadrant of the illustrative figure introduces the concept
of the UCCF network. In this approach, the APs are strategically grouped,
or "clustered," based on the UEs they serve. The primary criterion for this
clustering revolve around the UEs that exhibit the highest large-scale fading.
This selective cooperation among APs significantly streamlines the network’s
complexity. However, the pivot towards UCCF networks also carries with
it certain trade-offs. While the network complexity diminishes, the network
performance also degrades as compared to CF networks. This decline is
mainly due to the reduction in cooperation among APs, as the full potential
of cooperation inherent in CF is not realized in UCCF networks. Their
operational efficiency, combined with their ability to adapt to the evolving
demands of modern communication networks, renders UCCF networks as an
appealing alternative in certain application scenarios.
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2.4
CLCF Networks

The upper-right quadrant of Fig. 2.1 presents the CLCF network, a
promising approach in network architectures. Unlike UCCF, the CLCF net-
work organizes the network area into distinct, non-overlapping regions. Indeed,
in this approach, the CF network is divided into smaller networks each of which
is a much smaller CF network with much less dimension. All the UEs within a
specific region are served by the APs within the same geographic area, which
results in much lower complexity than that of the original CF network.

This particular configuration, however, comes with its challenges, specifi-
cally in the form of inter-cluster interference. This interference is a direct result
of the clustered network, where each region operates somewhat independently
of the others. Nevertheless, the main advantage of this plan compared to the
UCCF network is a reduction in network complexity.

2.5
Multicell and CF-mMIMO System Models

In order to discuss the cellular and CF networks, we evaluate both
configurations within a shared geographical area to ensure a fair and consistent
basis for comparison. We consider K single-antenna UEs distributed in the
whole area. The multicell network consists of Lt cells each including Kc = K

Lt

UEs and a BS equipped with Nt antennas. We also consider the cell-free system
with M = Lt × Nt randomly located single antenna APs. For network-centric
clustering of the CF network, we also consider L clusters where the cluster c

includes Kc single antenna UEs and Mc = M
Lt

single antenna APs.

2.5.1
Multicell Channel and Signal Model

We consider L = {1, 2, · · · , Lt} as the set of all existing cells in the
area. We also model hsmk

as the Rayleigh fading coefficient between the mth
transmit antenna and kth receive antenna in the cell s and denote the row
vector hsm =

[
hsm1 hsm2 · · · hsmKc

]
. Then, Hs ∈ CKc×Nt channel matrix

including channel coefficient from the BS s to all UEs located in the related
cell is

Hs =
[
hT

s1 hT
s2 · · · hT

sNt

]
(2-1)

With xs =
[
xs1 · · · xsKc

]T
as the vector of information symbols from BS

s intended for all its UEs where xs ∼ CN (0, IKc), and Ps ∈ CNt×Kc as the
precoding matrix, the total downlink signal received by all UEs in the cell s is
given by
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ys = HsPsxs +
Lt∑

l=1,l ̸=s

HlPlxl + ws (2-2)

where ws =
[
ws1 · · · wsKc

]T
is the additive white Gaussian noise vector

of the UEs located in cell s with wsk
∼ CN (0, σ2

w) and covariance matrix
Cws = σ2

wIKc . The term ∑Lt
l=1,l ̸=s HlPlxl is considered as the interference

caused by other cells called inter-cell interference (ICI). Considering ya as (2-2),
we write the terms for interference and noise as yse,w = ∑Lt

l=1,l ̸=s HlPlxl + ws.
Then, an upper bound on the achievable sum-rate under imperfect channel
knowledge is given by:

Cch = log2 (det (πeRys)) − log2

(
det

(
πeRyse,w

))
, (2-3)

where
Rys = E

[
ysyH

s

]
, (2-4)

and
Ryse,w

= E
[
yse,wyH

se,w

]
. (2-5)

We expand the inner argument of the expectation in Rys , which lead to the
multiplication of statistically independent terms described by

ysyH
s =

 Lt∑
l=1,l ̸=s

HlPlxl + ws

 Lt∑
l=1,l ̸=s

HlPlxl + ws

H

+

HsPsxs (HsPsxs)H +

HsPsxs

 Lt∑
l=1,l ̸=s

HlPlxl + ws

H

+
 Lt∑

l=1,l ̸=s

HlPlxl + ws

 (HsPsxs)H

(2-6)

Expanding each term in (2-6) and taking expectations to compute E[ysyH
s ],

we proceed as follows:
The expectation from the first term in the right hand side of Equation

(2-6) expands as:

E


 Lt∑

l=1,l ̸=s

HlPlxl + ws

 Lt∑
l=1,l ̸=s

HlPlxl + ws

H
 . (2-7)

In (2-7), there are two contributions as E
[∑Lt

l=1,l ̸=s HlPlxlwH
s

]
and

E
[∑Lt

l=1,l ̸=s wsxH
l PH

l HH
l

]
, which evaluate to zero because xl and ws are

uncorrelated and zero-mean. Thus, (2-7) results in two non-zero contributions
as follows:

E

 Lt∑
l=1,l ̸=s

HlPlxlxH
l PH

l HH
l

+ E
[
wswH

s

]
. (2-8)
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Here, E[xlxH
l ] = IKc and E[wswH

s ] = σ2
wIKc , which yields:

Lt∑
l=1,l ̸=s

HlPlPH
l HH

l + σ2
wIKc . (2-9)

Taking expectation from the second term in right hand side of (2-6) expands
as:

E
[
HsPsxs (HsPsxs)H

]
. (2-10)

Since E[xlxH
l ] = IKc , this term becomes HsPsPH

s HH
s . The next two terms in

(2-6) go to zero since xs and ws are uncorrelated and E[xlxH
s ] = 0, l ̸= s. Thus,

we have the following simplifications:

Rys = HsPsPH
s HH

s +
Lt∑

l=1,l ̸=s

HlPlPH
l HH

l + σ2
wIKc (2-11)

Ryse,w
=

Lt∑
l=1,l ̸=s

HlPlPH
l HH

l + σ2
wIKc (2-12)

Now, we substitute (2-11) and (2-12), which yields

log (det (πeRys)) − log
(
det

(
πeRyse,w

))
=

log
 det (πeRys)

det
(
πeRyse,w

)
 = log

(
det

(
RysR−1

yse,w

)) (2-13)

Thus, the sum-rate of the received signals in the network is achieved by the
summation over the sum-rates of all the cells, which results in

Rt =
Lt∑

s=1
Rs =

Lt∑
s=1

log2 (det [Rs + IKc ]) , (2-14)

where the covariance matrix Rs is given by

Rs = HsPsPH
s HH

s

 Lt∑
l=1,l ̸=s

HlPlPH
l HH

l + σ2
wIKc

−1

(2-15)

2.5.2
Cell-Free Channel and Signal Model

According to [1, 19], we use gmk =
√

βmkhmk to denote the cell-free
channel coefficient between mth AP and kth user where βmk is the large-
scale fading coefficient (path loss and shadowing effects) and hmk ∼ CN (0, 1)
is the small-scale fading coefficient, defined as independent and identically
distributed (i.i.d) random variables (RVs) that remain constant during a
coherence interval and are independent over different coherence intervals.

Large scale coefficients are modeled as βmk = PLmk.10
σshzmk

10 where PLmk

is the path loss and 10
σshzmk

10 refers to the shadow fading with σsh = 8dB and
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zmk ∼ N (0, 1). Following [20], the path loss is modeled as

PLmk =


−D − 35 log10 (dmk) , if dmk > d1

−D − 10 log10 (d1.5
1 d2

mk) , if d0 < dmk ≤ d1

−D − 10 log10 (d1.5
1 d2

0) , if dmk ≤ d0

, (2-16)

where dmk is the distance between the mth AP and kth UE,

D = 46.3 + 33.9 log10 (f) − 13.82 log10 (hAP )

− [1.11 log10 (f) − 0.7] hu + 1.56 log10 (f) − 0.8
(2-17)

where f = 1900MHz is the carrier frequency, hAP =15m and hr =1.5m
are the AP and UE antenna heights, respectively, d0 =10m and d1 =50m.
When dmk ≤ d1 there is no shadowing. In downlink transmissions, the received
signal at the kth UE is described by

yk = √
ρfgkPx + wk, (2-18)

where ρf is maximum transmitted power of each antenna, gk = [g1k, · · · gMk]
are the channel coefficients for UE k, P ∈ CM×K is the precoder matrix such
as MMSE or ZF, x = [x1, · · · , xK ]T is the zero mean symbol vector with xk the
data symbol for UE k and x ∼ CN (0, IK), and wk ∼ CN (0, σ2

w) is the additive
noise for UE k. We consider that the elements of x are mutually independent,
and independent of all noise and channel coefficients. Combining all the UEs,
we have

y = √
ρfGT Px + w, (2-19)

where G ∈ CM×K is the channel matrix with elements [G]m,k = gmk and
w = [w1, · · · , wK ]T is the noise vector. In the presence of imperfect CSI, (2-
19) is rewritten as

y = √
ρf

(
Ĝ + G̃

)T
Px + w

= √
ρfĜ

T
Px + √

ρfG̃T Px + w,
(2-20)

where Ĝ ∈ CM×K is the channel matrix estimate and G̃ ∈ CM×K is the
estimation error matrix. Considering noise covariance matrix as Cw = σ2

wIK ,
the sum-rate of the cell-free system can be computed by

RCF = log2 (det [R + IK ]) , (2-21)

where the covariance matrix R is expressed by

R = ρfĜ
T
PPHĜ

∗ (
ρfG̃T PPHG̃∗ + σ2

wIK

)−1
, (2-22)

where x and w are statistically independent.
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2.5.3
Network-Centric Cell-Free

We divide a CF network into L clusters, each operating like a smaller CF
network as illustrated in Fig. 2.2. The signal received by the UEs of the cth
cluster is given by

yc = √
ρf

(
Ĝcc + G̃cc

)T
Pcxc +

L∑
i=1,i ̸=c

√
ρf

(
Ĝic + G̃ic

)T
Pixi + wc =

√
ρfĜ

T

ccPcxc + √
ρfG̃T

ccPcxc +
L∑

i=1,i ̸=c

√
ρfĜ

T

icPixi +
L∑

i=1,i ̸=c

√
ρfG̃T

icPixi + wc,

(2-23)

where Ĝic, G̃ic ∈ CMi×Kc are respectively channel estimation and estimation
error matrices from APs of the cluster i , i ∈ {1, 2, · · · , C}, to UEs of the
cluster c, Pi ∈ CMi×Ki is the linear precoding matrix of the cluster i, and
xi = [xi1, · · · , xiKi

]T , xi ∼ CN (0, IKi
) is the symbol vector of the cluster i.

Accordingly, the achievable sum-rate of the clustered network is

Rcl =
L∑

c=1
Rc (2-24)

where the sum-rate expression in cluster c is

Rc = log2

(
det

[(
ρfĜ

T

ccPcPH
c Ĝ

∗
cc

)
R−1

c + IKc

])
(2-25)

and the covariance matrix Rc is described by

Rc = E

[(
yc − √

ρfĜ
T

ccPcxc

)(
yc − √

ρfĜ
T

ccPcxc

)H
]

= ρfG̃T

ccPcPH
c G̃∗

cc +
L∑

i=1,i ̸=c

ρfĜ
T

icPiPH
i Ĝ

∗
ic+

L∑
i=1,i ̸=c

ρfG̃T

icPiPH
i G̃∗

ic + σ2
wIKc ,

(2-26)

where xc and wc are statistically independent.

2.6
ZFS User Scheduling and the Proposed Enhanced Scheduling Algorithm

Using an exhaustive search, we can schedule the UE set with best per-
formance among all possible UE sets. However, it implies a high computa-
tional complexity which makes it impractical. Thus, alternative methods such
as greedy algorithms are suggested in literature to reduce the selection com-
plexity [21–23]. Greedy methods are important mathematical techniques that
compute a locally optimal solution to complex problems in a step-by-step man-



Chapter 2. Architectures and Models for Cellular and Cell-Free Networks 31

 AP 

 

  Cluster 

 User 

Figure 2.2: Network-centric CF Model.

ner. Since these algorithms are effective to find the global optimal solution and
usually present lower cost compared to similar approaches, we were motivated
to devise the solution to our problem based on them.

In this section, we extend the greedy ZFS scheduling algorithm developed
in [12] and to the scenarios of interest. Then, exploiting ZFS and introducing
a strategy based on multiple candidates for choosing the subset of UEs, we
develop an enhanced greedy algorithm which leads to a UE subset closer to
the optimal subset obtained by exhaustive search.

2.6.1
ZFS Algorithm

ZF precoder creates orthogonal channels between transmitter and re-
ceivers by inverting the channel matrix at the transmitter using precoding
matrix P = HH

(
HHH

)−1
where H ∈ CK×M is the channel matrix. However,

if K > M , HHH becomes singular and it is not possible to use ZF precoder.
Therefore, it is required to schedule n ≤ M out of K UEs as a set of UEs
Sn resulting in a row-reduced channel matrix H (Sn) which gives the highest
achievable sum-rate

max
1≤n≤M

max
Sn

Rzf (Sn)

subject to
∑
i∈Sn

[
µ − 1

ci (Sn)

]
+

= P.
(2-27)

where P is the upper limit of the signal covariance matrix Trace [Cx] ≤ P ,
Rzf (Sn) is the throughput of the ZF algorithm given by

Rzf (Sn) =
∑
i∈Sn

[log2 (µci (Sn))]+ (2-28)
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where ci (Sn) =
{[(

H (Sn) H (Sn)H
)−1

]
ii

}−1
. Then, the reduced-complexity

sub-optimal ZFS algorithm is outlined in the Algorithm 1 considering K =
{1, 2, · · · , K} as the set of indices of all K UEs, Ks as number of UEs to be
scheduled, and hk as the channel vector of UE k. Note that we have used equal
power loading to obtain µ.

Algorithm 1: Reduced-complexity sub-optimal ZFS
1 Initialization ;
2 set n = 1 ;
3 find a UE s1 such that s1 = argmax

k∈K
hkhH

k ;

4 set S1 = {s1} and denote the achieved rate RZF (S1)max ;
5 while n < Ks do
6 increase n by 1 ;
7 find a UE sn such that sn = argmax

k∈(K\Sn−1)
RZF (Sn−1 ∪ {k}) ;

8 set Sn = Sn−1 ∪ {sn} and denote the achieved rate RZF (Sn)max ;
9 if RZF (Sn)max ≤ RZF (Sn−1)max then

10 break and decrease n by 1 ;
11 end
12 end
13 Precoding P = H (Sn)H

(
H (Sn) H (Sn)H

)−1

2.6.2
Enhanced Greedy Algorithm

Here, we devise a scheduling strategy that assesses more sets of UEs so
that we can achieve a system performance closer to the performance achieved
by an exhaustive search while saving significant computational complexity. In
this regard, we consider the set achieved by ZFS as the first UE set Sn(1). Then,
we choose kex(1) as the least channel power UE among the UEs of the first set
which is called the first excluded UE and is obtained by

kex(1) = argmin
k∈Sn(1)

hkhH
k (2-29)

We also select the UE with the highest channel power from the remaining UEs
other than the first selected set called first new UE knew(1) defined as

knew(1) = argmax
k∈Kr(1)

hkhH
k (2-30)

where Kr(1) = K \ Sn(1) is set of the remaining or unselected UEs. Substituting
the excluded UE by the new UE in the first set, we achieve a new UE set as the
second set. Then, excluding the new UE from the remaining UEs we achieve the
second remaining UE set. Repeating the described procedure for the second
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set and so on, we achieve K−Ks

2 sets together with the first set. Therefore,
the UE set Sn(j) and the remaining UE set Kr(j), j ∈

{
2, · · · , K−Ks

2 + 1
}
, are

respectively derived as

Sn(j) =
(
Sn(j−1) \ kex(j−1)

)
∪ knew(j−1) (2-31)

Kr(j) = Kr(j−1) \ knew(j−1) (2-32)
Thereafter, we assess all the considered sets to determine the best set Snf

using two different criteria each of which implying a different complexity to
the system. The first criterion would be the sum-rates according to Equations
(2-14) and (2-24) for multicell and cell-free networks, respectively. The second
one, would be Cs

(
Sn(i)

)
the sum channel correlation among the UEs of ith

set, i ∈
{
1, 2, · · · , K−Ks

2 + 1
}

defined as

Cs

(
Sn(i)

)
=

∑
u∈Sn(i)

∑
v∈Sn(i),v ̸=u

Cu,v (2-33)

where Cu,v is channel correlation of the UEs u and v in the set Sn(i). Thus,
depending on the sum-rate or sum correlation criteria, the desired set is
respectively derived as

Snf
= argmax

Sn∈Sn(i)

{RCF (Sn)} (2-34)

or alternatively as
Snf

= argmin
Sn∈Sn(i)

{Cs (Sn)} (2-35)

Accordingly, the enhanced greedy algorithm for cell-free networks is outlined as
Algorithm 2. Note that for the multicell network, number of the UEs in a cell
and the UEs to be selected in that cell will change to Kc and Kcs respectively,
RCF is changed to Rt, and the overall sum channel correlation is obtained by
summation over all the cells.

2.7
Numerical Results

In this section, we assess in terms of sum-rates the proposed and existing
scheduling algorithms in multicell and CF scenarios considering perfect and
imperfect CSI using Matlab. Note that as we mentioned at the begining of
this chapter, we use a network-centric version of the CF network. In the
considered model for imperfect CSI, the signal is transmitted through the
channel H = Ĥ + H̃, where Ĥ is the channel estimate and H̃ is the estimation
error which models the CSI quality [24]. In particular, we consider a squared
area of size 400m as the whole area of the cell-free system with M = 64
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Algorithm 2: Enhanced Greedy User Scheduling
1 Input K, H, Ks ;
2 stage=1 ;
3 Find initial UE set Sn(stage) using ZFS ;
4 Compute RCF

(
Sn(stage)

)
or Cs

(
Sn(stage)

)
depending on the used

criterion ;
5 Kr(stage) = K \ Sn(stage) % set of K − Ks unselected UEs ;
6 kex(stage) = argmin

k∈Sn(stage)

hkhH
k ;

7 knew(stage) = argmax
k∈Kr(stage)

hkhH
k ;

8 for stage = 2 to K−Ks

2 + 1 do
9 Sn(stage) =

(
Sn(stage−1) \ kex(stage−1)

)
∪ knew(stage−1) ;

10 Kr(stage) = Kr(stage−1) \ knew(stage−1) ;
11 kex(stage) = argmin

k∈Sn(stage)

hkhH
k ;

12 knew(stage) = argmax
k∈Kr(stage)

hkhH
k ;

13 Compute RCF

(
Sn(stage)

)
or Cs

(
Sn(stage)

)
14 end
15 Snf

= argmax
Sn∈Sn(i)

{RCF (Sn)} or argmin
Sn∈Sn(i)

{Cs (Sn)} ;

16 Precoding ;

single-antenna randomly located APs and K = 16 uniformly distributed single
antenna UEs. For the multicell system, we consider the same area divided in
Lt = 4 non-overlapping cells each including Kc = K

Lt
= 4 UEs with the same

location as the cell-free system and a BS located at the center of the cell
with Nt = M

Lt
= 16 antennas. We adopt the cell-free channel model in [18, 19]

and the cellular channel model in 2.5, and consider a static channel over each
transmission packet in both networks. In Table 2.1, we provide more details
on the parameters used for simulation.

Table 2.1: Characteristics of the simulated systems

Multicell Cell-free
Carrier
frequency 1900MHz 1900MHz

Symbol
energy Ps=1 Ps=1

Transmit
power Nt × Ps M × Ps

With perfect and imperfect CSI, we have used ZF and MMSE precoders
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Figure 2.3: Performance comparison of cell-free and multicell networks considering
all UEs.

for performance comparison of the multicell and cell-free networks and the
corresponding sum-rates are shown in Fig. 2.3 against the SNR when user
scheduling is not considered. For all plots, the sum-rates increase with the
SNR, however, the MMSE precoder has resulted in higher sum-rates as
compared with the ZF precoder in both networks. As the SNR increases, the
performance of the cell-free system has shown a significant improvement over
the multicell system. Since cellular networks suffer from ICI in addition to
multiuser interference, there exist bad channel conditions for the near border
UEs in each cell which results in performance degradation. However, since
cell-free systems use distributed APs throughout the network, they can offer a
better coverage for all UEs and the use of coherent transmission could result in
high received power at each UE. When CSI is imperfect, there is a degradation
in performance as compared to the perfect CSI case for all techniques.

Fig. 2.4 and 2.5 show how different scheduling methods work in cell-free
and multicell networks, respectively, when the sum-rate criterion is used. In
Fig. 2.4, implementing an exhaustive search, the proposed enhanced greedy
and ZFS user scheduling algorithms in cell-free networks, we have scheduled
half of the UEs when ZF and MMSE precoders are used and both perfect
and imperfect CSI cases are considered. The results show that the proposed
enhanced greedy method outperforms ZFS and its performance is very close
to the optimal exhaustive search method in cell-free networks for both CSI
scenarios. For multicell network as shown in Fig. 2.5, where perfect CSI is
considered, we also have a significant improvement in performance using the
proposed method.
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Figure 2.4: Performance of cell-free network with different scheduling methods
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Figure 2.6: Performance comparison using enhanced greedy algorithm, cell-free and
multicell networks

In Fig. 2.6, performance comparison of the cell-free and multicell net-
works with perfect CSI for the proposed enhanced greedy algorithm is shown
where the cell-free system has outperformed the multicell system as expected.
In Fig. 2.7, the performance of the enhanced greedy algorithm in a cell-free
network is shown when the sum-rate and channel-correlation criteria are used
and perfect CSI is considered. We can see that using the sum-rate criterion pro-
vides an improvement in system performance while the results for the channel-
correlation criterion are slightly worse. The choice of the sum-rate and the
channel-correlation criteria depends on the available computational power and
application.

In Table 2.2, the computational complexity of the ZFS and the proposed
enhanced greedy methods for the sum-rate and channel-correlation criteria are
shown in cellular and cell-free networks with network-centric clustering. We
notice that the complexity of the proposed method is higher than that of the
benchmark. However, as shown in the results, the proposed method provides
a significant improvement in system performance. Since the additional cost
is not much higher, it is expected that this could be accommodated in the
hardware required for the proposed algorithm. The results also show that the
improvement in the method using the sum-rate criterion comes at the cost of
more required flops.



Chapter 2. Architectures and Models for Cellular and Cell-Free Networks 38

0 2 4 6 8 10 12 14 16 18

SNR-dB

10
1

10
2

S
u

m
 C

a
p

a
c

it
y

CF-ZF, correlation criterion

CF-MMSE, correlation criterion

CF-ZF,sum-rate criterion

CF-MMSE, sum-rate criterion
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Table 2.2: Computational complexity in flops

Multicell Cell-free
ZFS 3580 3580
Enhanced greedy
(channel-correlation) 9484 9484

Enhanced greedy (sum-rate) 12148 12148

2.8
Summary

This chapter introduced various network structures, including cellular,
CF, and CLCF architectures, with a brief overview of the UCCF configuration.
Following this, the chapter provided an in-depth sum-rate analysis for both
multicell and CF networks and described the development of an enhanced
greedy user scheduling technique based on ZFS approach. Numerical results
have shown that this multiuser scheduling approach significantly improves
system performance across various scenarios. These findings have established
a foundation for the subsequent exploration of network optimization strategies
in this thesis.



3
Sequential Multiuser Scheduling and Power Allocation in CF-
mMIMO Networks

In this chapter, we present a Sequential Multiuser Scheduling and Power
Allocation (SMSPA) resource allocation approach designed to enhance the
performance of cell-free (CF) and clustered cell-free (CLCF) massive MIMO
networks. This technique combines user scheduling with advanced power
allocation, which are sequentially performed to optimize network efficiency
and user experience.

For the SMSPA approach, we first propose a multiuser scheduling tech-
nique known as Clustered Enhanced Subset Greedy (C-ESG). To this end, we
begin with an equal power loading strategy and introduce the C-ESG method,
which selects multiple user equipment (UE) sets based on predetermined cri-
teria, allowing for an efficient selection that closely approximates the optimal
exhaustive search. This approach is particularly useful for assessing down-
link performance in CF and CLCF networks, where it reduces computational
complexity and improves network performance. We carry out an analysis of
C-ESG, including deriving closed-form expressions for the sum-rate, and per-
form simulations to evaluate its effectiveness compared to existing scheduling
techniques.

Following the multiuser scheduling phase, we employ gradient-based
optimization techniques for power allocation within the SMSPA framework.
Specifically, we employ gradient descent (GD) and gradient ascent (GA)
methods to achieve efficient power distribution. In the power allocation phase,
the GD technique minimizes the Mean Square Error (MSE) by iteratively
adjusting the power levels in the direction of the steepest descent, while
the GA method maximizes a simplified sum-rate expression. By integrating
these gradient-based methods, the SMSPA scheme provides a comprehensive
framework for resource management in CF and CLCF networks, which will be
examined in detail throughout the chapter.

The remainder of this chapter is organized as follows: Section 3.1 pro-
vides an overview of the SMSPA resource allocation technique, including a
schematic representation of the approach. Section 3.2 introduces the C-ESG
multiuser scheduling technique. In Section 3.3, we conduct a detailed mathe-
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matical analysis of the proposed scheduling method. Section 3.4 examines the
signaling load and computational complexity associated with C-ESG in both
CF and CLCF networks. Section 3.5 presents some simulation to assess the
performance of the C-ESG multiuser scheduling approach. Moving forward,
Section 3.6 describes the gradient descent-based power allocation technique
within the SMSPA framework, focused on minimizing the MSE, followed by
relevant simulation outcomes. Section 3.7 introduces a gradient ascent power
allocation method designed to maximize a simplified sum-rate expression, with
a discussion of corresponding simulation results. Finally, the chapter concludes
with a summary in Section 3.8.

3.1
SMSPA Overview

In our study, we consider CLCF-mMIMO networks, specifically looking
into the downlink aspect. Our focus is on the scheduling of multiple UEs and
the allocation of power among them. To this end, we developed an approach
denoted as the SMSPA scheme. This scheme is specially designed to maximize
the sum-rate in the network.

The SMSPA scheme first considers the C-ESG technique, which is an
approach to scheduling multiple UEs. When this technique is employed, we
start with the assumption that power is distributed equally among all selected
UEs. Using the C-ESG technique, we carefully examine different groups of UEs,
evaluating them based on the sum-rate criterion which is going to give us the
best performance. After this careful selection, the allocation of power is put into
motion, targeting the chosen group of UEs using a GD or GA method also with
the aim of maximizing the sum-rate. What we found from simulation results
is that our SMSPA scheme for resource allocation consistently outperformed
other existing methods. For a visual representation of how the SMSPA method
works, we have created a block diagram shown in Fig. 3.1. This provides an
illustration of our proposed method, allowing for a better understanding of its
mechanism.

3.2
Proposed Clustered Enhanced Subset Greedy Algorithm

We consider the downlink of a CF-mMIMO network with M single-
antenna APs and K uniformly distributed single-antenna UEs so that the
total number of UEs in the network is much larger than the number of APs
K >> M . We employ a clustering approach which divides the whole area into
C non-overlapping equal size areas each including the APs and the UEs of that
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Figure 3.1: Block diagram of the proposed SMSPA resource allocation.

area that form a cluster. Thus the system model and the sum-rate expressions
are the same as described in Section 2.5.2 and Section 2.5.3, and the only
difference is that here we have shown the number of clusters by C instead of
L.

Since M single-antenna APs cannot serve K single-antenna UEs, we
have to find a smaller set of UEs which satisfies a system performance
criterion. We can use an exhaustive search that compares performance of the
all possible sets of UEs and selects the best set in each cluster. However,
an exhaustive search has a huge computational cost and is thus impractical.
Greedy algorithms are important mathematical techniques which have low
cost and are simple and effective at approaching the global optimal solutions
of complex problems, which motivates us to develop C-ESG. Therefore, based
on the enhanced greedy algorithm in [25], we propose C-ESG which has much
lower computational cost while approaching the performance of the optimal
exhaustive search. C-ESG introduces a refined search with multiple sets of UEs
and an evaluation step of the sets that departs from existing greedy techniques
and allows a specific number of UEs to be scheduled.

In the proposed C-ESG algorithm, we first find a primary set of UEs
in each cluster by adapting a similar approach to that of [12]. We apply the
MMSE precoder considering the channel matrix of the UEs as Gcc ∈ CMc×Kc ,
where Kc and Mc are the number of UEs and APs in the intended cluster,
respectively. When the number of receive antennas is larger than the number
of transmit antennas Kc > Mc, we aim to schedule n UEs out of Kc UEs
so that n ≤ Mc and we can achieve a desirable sum-rate in those UEs. The
selected set of UEs is shown by Sn and results in a row-reduced channel matrix
Gcc (Sn). The goal is to obtain the highest achievable sum-rate as a solution
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to the problem
max

Sn

RMMSE (Sn)

subject to ∥Pc (Sn)∥2 ≤ P.
(3-1)

where RMMSE (Sn) is defined as the sum-rate with the MMSE precoder when
Sn is the set of intended UEs, P is the upper limit of the signal covariance
matrix Trace [Cx] ≤ P , Pc (Sn) = WnDn is the precoding matrix including
the normalized MMSE weight matrix Wn ∈ CMc×n and the power allocation
matrix Dn defined as

Dn =



√
p1 0 · · · 0
0 √

p2 · · · 0
... ... · · · ...
0 0 · · · √

pn

 (3-2)

With equal power loading for simplicity and to focus on scheduling, a subopti-
mal greedy algorithm to solve the problem is used in the 1st stage of Algorithm
3, and the primary UE set Sn(1) in each cluster is obtained. Then, to assess
more sets, and in order to identify the minimum sum-rate, we select the UE
with the lowest channel power from the first selected set Sn(1), which we call
the first excluded UE as

kex(1) = arg min
k∈Sn(1)

gH
k gk (3-3)

where gk ∈ CMc×1 is channel vector to kth UE. Considering Kcl =
{1, 2, · · · , Kc} as set of all UEs of the cluster, we define the first set of re-
maining or unselected UEs of the cluster as Kclr(1) = Kcl \ Sn(1), which include
the UEs other than Sn(1). From the first set of remaining UEs, we select the
UE with the highest channel power as the first new UE as

knew(1) = arg max
k∈Kclr(1)

gH
k gk (3-4)

Substituting the first excluded UE by the first new UE in Sn(1), we achieve the
second set of UEs as Sn(2). We continue this procedure for the second set and
so on, until we get Kc − n UE sets in addition to the first set. Then, the ith
UE set and the ith remaining UE set are shown as follows:

Sn(i) =
(
Sn(i−1) \ kex(i−1)

)
∪ knew(i−1) (3-5)

Kclr(i) = Kclr(i−1) \ knew(i−1) (3-6)
where i ∈ {2, · · · , Kc − n + 1}. In order to select the best set among the
acquired sets, we can use the sum-rate expression in (2-24) for clustered CF
network. Thus, the best set is chosen:

Snb
= argmax

Sn∈Sn(j)

{Rc (Sn)} (3-7)
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where j ∈ {1, · · · , Kc − n + 1}. The details of C-ESG are shown in Algorithm
3. We note that for applying the C-ESG algorithm to the CF system, we
would change the Kc to K as the number of UEs in the CF network, Kcl to
K = {1, 2, · · · , K}, Kclr(i) to Kr(i) as the ith remaining UE set, and accordingly,
other functions and parameters would change to the network-wide level such
as RCF instead of Rc.

3.3
Analysis of the Proposed C-ESG Algorithm

In the proposed C-ESG algorithm, we use the channel power of the UEs
so that there are different sets of UEs and we can assess more possible sets,
approaching the optimal set while the complexity is significantly less than that
of the exhaustive search. In each step of the C-ESG algorithm, we drop the
UE with the lowest channel power and add the UE with the highest channel
power so that a new set is achieved. If we schedule the maximum possible
number of UEs n = Mc, we can show the sets of the selected UEs in stages
{1, 2, · · · , j, · · · , Kc − Mc + 1} as

SEG =
{
SEG1 , SEG2 , · · · , SEGj

, · · · , SEGKc−Mc+1

}
(3-8)

where SEGj
is the jth set of the proposed C-ESG method. Then, for C-

ESG, there would be Kc − Mc + 1 sets in each cluster of the clustered CF
system and K − M + 1 sets in the CF network. For the exhaustive search,
we have the following sets as all the possible UE sets for all possible stages{
1, 2, · · · , j, · · · , Kc!

Mc!(Kc−Mc)!

}
SEx =

{
SEx1 , SE22 , · · · , SExi

, · · · , SEx Kc!
Mc!(Kc−Mc)!

}
(3-9)

where SExi
is the ith set of the exhaustive search method. Therefore, there are

Kc!
Mc!(Kc−Mc)!sets in each cluster of the clustered CF network, and K!

M !(K−M)! sets
in the CF network. Thus, the cost of the C-ESG algorithm is much lower than
that of the exhaustive search especially for large Kc or K.

Proposition. The sum-rate of C-ESG is bounded as

Rc (SG) ≤ Rc (SC) ≤ Rc (SX) (3-10)

where SG is the set selected by the standard greedy method [12] as shown
by Sn in the first stage of the Algorithm 3, SC is the set selected by C-ESG
algorithm, and SX is the selected set by the exhaustive search

SC = argmax
SEGj

,j=1:Kc−Mc+1

{
Rc

(
SEGj

)}
SX = argmax

SExi
,i=1: Kc!

Mc!(Kc−Mc)!

{Rc (SExi
)}

Proof. Considering SG =
{
ng1 , ng2 , ..., ngMc−1 , ngMc

}
as the first set in C-
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Algorithm 3: Proposed C-ESG Scheduling Algorithm.
1 stage=1
2 set l = 1;
3 find a UE such that
4 u1 = argmax

k∈Kcl

gH
k gk;

5 set U1 = u1 and denote the achieved rate
6 RMMSE (U1);
7 while l < n do
8 l = l + 1;
9 find a UE ul such that

10 ul = argmax
k∈(Kcl\Ul−1)

RMMSE (Ul−1 ∪ {k});

11 set Ul = Ul−1 ∪ {ul} and denote the rate
12 RMMSE (Ul);
13 If RMMSE (Ul) ≤ RMMSE (Ul−1), break
14 l = l − 1;
15 end
16 Sn(stage) = Ul;
17 compute: Rc

(
Sn(stage)

)
;

18 Kclr(stage) = Kcl \ Sn(stage);
19 kex(stage) = argmin

k∈Sn(stage)

gH
k gk;

20 knew(stage) = argmax
k∈Kclr(stage)

gH
k gk;

21 for stage = 2 to Kc − n + 1 do
22 Sn(stage) =

(
Sn(stage−1) \ kex(stage−1)

)
∪ knew(stage−1);

23 Kclr(stage) = Kclr(stage−1) \ knew(stage−1);
24 kex(stage) = argmin

k∈Sn(stage)

gH
k gk;

25 knew(stage) = argmax
k∈Kclr(stage)

gH
k gk;

26 compute: Rc

(
Sn(stage)

)
;

27 end
28 Snb

= argmax
Sn∈Sn(j)

{Rc (Sn)};

29 Linear MMSE precoding of n scheduled UEs
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ESG, suppose that we are at the second stage and the corresponding set is
considered as SEn2 =

{
ng1 , ng2 , ..., ngMc−1 , m1

}
which is different from SG in

one element, if m1 and ngMc
provide equal sum-rates, then, we would have

Rc (SG) = Rc (SC). In the case that we are in the jth stage (including j = 2),
if we can have a better choice of subsets and if there is a subset in SEnj

that differs from SG, then this would result in Rc (SC) = Rc (SG) + ϵ, where
ϵ > 0. Thus, we can conclude that Rc (SC) ≥ Rc (SG). On the other hand,
according to the combinations for the exhaustive search which includes all
the possible cases, SC is a special set of the exhaustive search combinations.
Therefore, considering SX = {n1, n2, ..., nMc}, if C-ESG results in the same set
SC = {n1, n2, ..., nMc}, then, Rc (SC) = Rc (SX). However, if the set selected
by the exhaustive search is a different set from the selected set by C-ESG,
SX would clearly be with a higher sum-rate than SC . Thus, we would obtain
Rc (SC) ≤ Rc (SX). Note that the same proposition holds for the analysis of
the ESG algorithm in the CF network.

3.4
Impact of Clustering on Signaling Load and Scheduling Cost

The network-centric clustering technique divides the APs into non-
overlapping cooperation clusters where the APs of each cluster collaborate
in serving the UEs located in their joint coverage area [26, 27]. Note that
extensions to overlapping clusters are also possible. Although the inter-cluster
interference degrades the performance compared to the network-wide CF
system, there is a substantial saving because the dimension reduction in each
cluster results in significant signaling load and computational cost reduction.
In addition, since the number of all UEs and the scheduled UEs in each cluster
are substantially reduced compared to the network-wide CF, the scheduling
costs are significantly reduced as well.

In order to assess the cost of the scheduling methods in terms of floating
point operations (FLOPs), we notice that if the maximum possible number
of UEs (n = Mc) are scheduled, according to the first stage of C-ESG, to
obtain s1, 2McKc FLOPs are required in each cluster and 2MK FLOPs
for the CF. We also need Mc(Mc+1)

2 − 1 FLOPs for all RMMSE (Ul−1 ∪ {k})
during the while loop in each cluster, and M(M+1)

2 − 1 FLOPs for CF.
For the sum-rate in a cluster, we need 4McK

2
c + 2K3

c + Kc FLOPs for
calculating (2-25), 28McK

2
c + 14K3

c + Kc + 4 FLOPs for (2-26), thus, we need
32McK

2
c + 16K3

c + 2Kc + 4 FLOPs. For calculating the sum-rate in the CF
network, we need K flops to compute (2-21) and 8MK2 + 6K3 + K FLOPs
to calculate (4-5) and therefore, 8MK2 + 6K3 + 2K FLOPs for RCF . Then,
for kex the calculations are done when calculating s1, and for knew, we need
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2Mc (Kc − Mc) or 2M (K − M) FLOPs for the cluster or CF, respectively. In
the other stages (stage ≥ 2), assuming that in each stage we have only one new
UE, for kex we need only 2Mc or 2M FLOPs in cluster or CF, respectively,
and for knew, the calculations are done in the first stage and we only select
the new UE. We also require 32McK

2
c + 16K3

c + 2Kc + 4 FLOPs for Rc or
8MK2 + 6K3 + 2K FLOPs for RCF . Accordingly, the number of required
FLOPs for a cluster and for the CF network are as follows, respectively

Ncl = 16K4
c + 16 (Mc + 1) K3

c + 2
(
−16M2

c + 16Mc + 1
)

K2
c

+ (4Mc + 6) Kc − 7
2M2

c − 7
2Mc + 3

(3-11)

NCF = 6K4 + (2M + 6) K3 + 2
(
−4M2 + 4M + 1

)
K2

+ (4M + 2) K − 7
2M2 + 1

2M − 1
(3-12)

Note that Equation (3-11) should be summed over all clusters.
For a simple comparison of the number of channel parameters, we

consider the CF channel coefficient gm,k as shown in section 2.5.2, which
includes 1 parameter for small scale fading coefficient hm,k, and 2 parameters
for large scale fading coefficient βm,k including shadow fading and path loss as
described in section 2.5.2. Then, the number of parameters for channels of a
cluster and for CF channels are, respectively,

Lcl = 3McKc (3-13)

LCF = 3MK (3-14)
For clustered networks, Equation (3-13) must be summed over all clusters.

3.5
C-ESG Assessment

In this section, the performance of C-ESG, ESG (C-ESG for CF net-
works) and other existing scheduling approaches are assessed in terms of sum-
rates. To this end, we have compared the exhaustive search, the greedy and
C-ESG algorithms and the WSR method proposed in [9]. Since the WSR based
user scheduling was designed for user-centric clustering, we have adapted it
to our scenario so that we can maximize the WSR for the UEs in a clus-
ter supported by the corresponding APs. We consider G as the perfect CSI
channel matrix, the channel estimate model as Ĝ = γG and the channel
estimation error represented by G̃ = αGe, where Ge is the estimation er-
ror of G. Consequently, the channel matrix with imperfect CSI is given by
GI = Ĝ + G̃, such that α2 + γ2 = 1 and γ > α; here, we set γ =

√
0.95

and α =
√

0.05. The channel coefficient between the mth AP and the kth
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Figure 3.2: Performance of scheduling schemes for CLCF and CF, M = 64,
K = 256 and n = 64

UE is gmk = [G]m,k =
√

βmkhmk, where βmk represents the large-scale fading
coefficient accounting for path loss and shadowing effects, and hmk ∼ CN (0, 1)
is the small-scale fading coefficient. These terms, hmk, are independent and
identically distributed (i.i.d.) random variables that are constant over a co-
herence interval and vary independently across different intervals. Similarly,
[Ge]m,k =

√
βmkh̃mk, where h̃mk represents the estimation error of hmk. The

matrices G and Ge each follow a complex Gaussian distribution with zero mean
and unit variance [28], with Ge independent of G, as established in [19, 29].
A squared area with the side length of 400m is considered for the CF network
equipped with M randomly located APs. The area includes K UEs, which are
uniformly distributed for simplicity. We have used network-centric clustering
with C = 4 non-overlapping clusters, where cluster c includes Mc randomly
located APs and Kc uniformly distributed UEs with uniform power allocation.

Fig. 3.2 shows the sum-rate performance versus SNR of the CLCF and
CF for different scheduling schemes when the MMSE precoder and imperfect
CSI are considered. For all cases, the sum-rate increases with the SNR,
however, that C-ESG outperforms other approaches. We also notice that for
each scheduling algorithm, the advantage in information rates of CF over
CLCF increases with the SNR because of the additional interference terms
in Equation (2-26) for CLCF.

In Fig. 3.3, we have considered a network with a small number of UEs
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Figure 3.3: Performance of scheduling schemes for CLCF and CF, M = 64,
K = 16 and n = 8 and exhaustive search scheduling included.

and scheduled up to half of the UEs, so that we can compare C-ESG with the
optimal exhaustive search. We notice that the performance of C-ESG is closer
to that of the exhaustive search especially in the CF case.

With the same ratio between UEs and APs as considered in Fig. 3.3,
the number of FLOPs required for user scheduling in networks with different
number of APs are shown in Fig. 3.4a. We can notice that when the size
of the network increases, the number of FLOPs also increases. However, the
use of clustering resulted in a remarkable decrease in the FLOPs so that for
CLCF, it is negligible compared with the CF network. For a large number of
APs, C-ESG has better performance than WSR, which requires less FLOPs.
Fig. 3.4b shows that the signaling load in the CLCF is much lower than that
of the CF network. Table 3.1 shows the complexity of the analyzed techniques
for CLCF networks. C-ESG requires much less FLOPS than the exhaustive
search. Although the complexity of C-ESG is slightly higher, its performance
is significantly improved as compared to the greedy and WSR algorithms.

3.6
GD Power Allocation in the SMSPA Scheme

Upon the successful application of the C-ESG technique for multiuser
scheduling, we proceed to present a power allocation algorithm that leverages
the gradient descent method to minimize the MSE. The rationale behind this
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Figure 3.4: Computational complexity for the CF and the CLCF networks,
(a): Number of required FLOPs for scheduling the UEs by C-ESG and WSR
methods, (b): Signaling load.
Table 3.1: Computational complexity of different methods, M = 64, K = 16,
and n = 8.

Network Scheduling method NO of FLOPs
CLCF C-ESG 70728
CLCF Greedy 37432
CLCF WSR 52864
CLCF Exhaustive search 221472

is that minimizing MSE maximizes the signal to interference-plus-noise ratio
(SINR), which corresponds to maximizing the sum-rate [30] under Gaussian
signaling. This equivalence arises because reducing the MSE between the trans-
mitted and estimated symbols at the receiver increases the SINR. In a system
employing Gaussian signaling, the maximization of SINR translates directly
into the maximization of the information rates, thereby achieving the objective
of sum-rate maximization. By focusing on more tractable MSE minimization
power allocation strategy, we develop simpler algorithms. Our proposed power
allocation approach notably enhances the sum-rate performance.

Here, for a mathematical proof that shows MSE minimization leads to
sum-rate maximization, we proceed as follows:

In a communication system, consider the received signal yk for user k

modeled as:
yk = hkxk + nk, (3-15)

where xk is the transmitted signal, hk is the channel vector, and nk is the
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noise vector with variance N0.
The linear estimate x̂k that minimizes the Mean Squared Error (MSE)

for user k is given by [31]:

x̂k = E[|xk|2]
E[|xk|2]∥hk∥2 + N0

hH
k yk. (3-16)

The corresponding Minimum Mean Squared Error (MMSE) for user k is
then [31]:

MMSEk = E[|xk|2]N0

E[|xk|2]∥hk∥2 + N0
. (3-17)

We can express the MMSE in terms of the Signal-to-Noise Ratio (SNR)
as follows. By defining the SNR for user k as:

SNRk = E[|xk|2]∥hk∥2

N0
, (3-18)

we can rewrite the MMSE equation as:

MMSEk = E[|xk|2]
SNRk + 1 . (3-19)

In the case when xk ∼ CN (0, σ2
x), this estimator yields the minimum

mean squared error among all estimators, linear or non-linear. Given this, we
can replace E[|xk|2] with σ2

x:

MMSEk = σ2
x

SNRk + 1 . (3-20)

The achievable rate for user k can be expressed using the Shannon
capacity formula:

Rk = log2(1 + SNRk). (3-21)
The total sum-rate for K users is then:

SR =
K∑

k=1
Rk =

K∑
k=1

log2(1 + SNRk). (3-22)

From the MMSE expression, we observe that:

SNRk = σ2
x

MMSEk

− 1. (3-23)

Substituting this back into the rate expression, we obtain:

Rk = log2

(
1 +

(
σ2

x

MMSEk

− 1
))

= log2

(
σ2

x

MMSEk

)
, (3-24)

which simplifies to

Rk = log2

(
σ2

x

MMSEk

)
= log2(σ2

x) − log2(MMSEk). (3-25)

Thus, the total sum-rate can be written as:
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SR =
K∑

k=1
Rk =

K∑
k=1

log2(σ2
x) −

K∑
k=1

log2(MMSEk). (3-26)

Since f(x) = log2(x) is a concave function [32], we use Jensen’s inequality
for concave functions, which states that for any set of positive real numbers
{xk} and weights {ak} such that ak ≥ 0 and ∑K

k=1 ak = 1:

f

(
K∑

k=1
akxk

)
≥

K∑
k=1

akf(xk) (3-27)

We set ak = 1
K

and thus we have:

K log2

(
1
K

K∑
k=1

MMSEk

)
≥

K∑
k=1

log2(MMSEk). (3-28)

Since we are minimizing ∑K
k=1 log2(MMSEk), we can consider the mini-

mum of its uperbound which is as follows as well

K log2

(
1
K

K∑
k=1

MMSEk

)
(3-29)

Given that monotonic transformations of functions preserve the locations
of their extrema and that the logarithm function log2(x) is monotonically
increasing for x > 0, minimizing log2

(
1
K

∑K
k=1 MMSEk

)
is equivalent to

minimizing 1
K

∑K
k=1 MMSEk, which in turn minimizes ∑K

k=1 MMSEk.

3.6.1
GD Power Allocation Formulation

Since the estimated received signal of the cluster c of Equation (2-
23) consists of a desired term and the terms associated with imperfect CSI,
inter-cluster interference and noise, applying power allocation, we rewrite the
estimated signal as follows

yc = √
ρfĜ

T

ccWcDcxc + √
ρfG̃T

ccPcxc+
C∑

i=1,i ̸=c

√
ρfGT

icPixi + wc

(3-30)

We use the MSE between the transmitted signal and the estimated signal at
the receiver as the objective function because MSE minimization is equivalent
to sum-rate maximization as described before. Therefore, the following power
allocation problem is defined:

min
dc

E [ε]

subject to ∥Wcdiag (dc)∥2 ≤ P
(3-31)

where the error is
ε = ∥xc − yc∥

2 (3-32)
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and

xc − yc = xc − √
ρfĜ

T

ccWcdiag (dc) xc

− √
ρfG̃T

ccPcxc −
C∑

i=1,i ̸=c

√
ρfGT

icPixi − wc

(3-33)

Using Equations (3-32) and (3-33), the error equation is derived as follows,

ε = xH
c xc + wH

c wc + ρfxH
c diag (dc) WH

c Ĝ
∗
ccĜ

T

ccWcdiag (dc) xc+

ρfxH
c PH

c G̃∗
ccG̃

T

ccPcxc +
C∑

i=1,i ̸=c

ρfxH
i PH

i G∗
icGT

icPixi − √
ρfxH

c Ĝ
T

ccWcdiag (dc) xc−

√
ρfxH

c diag (dc) WH
c Ĝ

∗
ccxc − √

ρfxH
c G̃T

ccPcxc − √
ρfxH

c PH
c G̃∗

ccxc−
C∑

i=1,i ̸=c

√
ρfxH

c GT
icPixi −

C∑
i=1,i ̸=c

√
ρfxH

i PH
i G∗

icxc − xH
c wc − wH

c xc+

ρfxH
c diag (dc) WH

c Ĝ
∗
ccG̃

T

ccPcxc + ρfxH
c PH

c G̃∗
ccĜ

T

ccWcdiag (dc) xc+
C∑

i=1,i ̸=c

ρfxH
c diag (dc) WH

c Ĝ
∗
ccGT

icPixi +
C∑

i=1,i ̸=c

ρfxH
i PH

i G∗
icĜ

T

ccWcdiag (dc) xc+

√
ρfxH

c diag (dc) WH
c Ĝ

∗
ccwc + √

ρfwH
c Ĝ

T

ccWcdiag (dc) xc+
C∑

i=1,i ̸=c

√
ρfxH

c PH
c G̃∗

ccGT
icPixi +

C∑
i=1,i ̸=c

√
ρfxH

i PH
i G∗

icG̃
T

ccPcxc + √
ρfwH

c G̃T

ccPcxc+

√
ρfxH

c PH
c G̃∗

ccwc +
C∑

i=1,i ̸=c

√
ρfxH

i PH
i G∗

icwc +
C∑

i=1,i ̸=c

√
ρfwH

c GT
icPixi

(3-34)

Since (3-34) is scalar, it remains the same when the trace operator is applied
over the right hand side. Then, using the property Tr (A + B) = Tr (A) +
Tr (B), where A and B are two equal dimension matrices, the error is rewritten
as follows
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ε = Tr
(
xH

c xc

)
− Tr(xH

c wc

)
− Tr

(
wH

c xc

)
+ Tr

(
wH

c wc

)
+

Tr
(

ρfxH
c diag (dc) WH

c Ĝ
∗
ccĜ

T

ccWcdiag (dc) xc

)
+

Tr
(
ρfxH

c PH
c G̃∗

ccG̃
T

ccPcxc

)
+ Tr

 C∑
i=1,i ̸=c

ρfxH
i PH

i G∗
icGT

icPixi

−

Tr
(√

ρfxH
c Ĝ

T

ccWcdiag (dc) xc

)
− Tr

(√
ρfxH

c diag (dc) WH
c Ĝ

∗
ccxc

)
−

Tr
(√

ρfxH
c G̃T

ccPcxc

)
− Tr

(√
ρfxH

c PH
c G̃∗

ccxc

)
−

Tr

 C∑
i=1,i ̸=c

√
ρfxH

c GT
icPixi

− Tr

 C∑
i=1,i ̸=c

√
ρfxH

i PH
i G∗

icxc

+

Tr
(
ρfxH

c diag (dc) WH
c Ĝ

∗
ccG̃

T

ccPcxc

)
+ Tr

(
ρfxH

c PH
c G̃∗

ccĜ
T

ccWcdiag (dc) xc

)
+

Tr

 C∑
i=1,i ̸=c

ρfxH
c diag (dc) WH

c Ĝ
∗
ccGT

icPixi

+ Tr

 C∑
i=1,i ̸=c

ρfxH
i PH

i G∗
icĜ

T

ccWcdiag (dc) xc

+

Tr
(√

ρfxH
c diag (dc) WH

c Ĝ
∗
ccwc

)
+ Tr

(√
ρfwH

c Ĝ
T

ccWcdiag (dc) xc

)
+

Tr

 C∑
i=1,i ̸=c

√
ρfxH

c PH
c G̃∗

ccGT
icPixi

+ Tr

 C∑
i=1,i ̸=c

√
ρfxH

i PH
i G∗

icG̃
T

ccPcxc

+

Tr
(√

ρfwH
c G̃T

ccPcxc

)
+ Tr

(√
ρfxH

c PH
c G̃∗

ccwc

)
+

Tr

 C∑
i=1,i ̸=c

√
ρfxH

i PH
i G∗

icwc

+ Tr

 C∑
i=1,i ̸=c

√
ρfwH

c GT
icPixi


(3-35)

Considering the transmitted signal of each cluster uncorrelated with the
transmitted signal from other clusters, the expected value of Equation (3-35)
changes as follows
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E [ε] =Tr (Cxc) + Tr (Cwc) +

Tr
(

ρfdiag (dc) WH
c Ĝ

∗
ccĜ

T

ccWcdiag (dc) Cxc

)
+

Tr
(
ρfPH

c G̃∗
cG̃

T

ccPcCxc

)
+

C∑
i=1,i ̸=c

Tr
(
ρfPH

i G∗
icGT

icPiCxi

)
−

Tr
(√

ρfĜ
T

ccWcdiag (dc) Cxc

)
− Tr

(√
ρfdiag (dc) WH

c Ĝ
∗
ccCxc

)
−

Tr
(√

ρfG̃T

ccPcCxc

)
− Tr

(√
ρfPH

c G̃∗
cCxc

)
+

Tr
(
ρfdiag (dc) WH

c Ĝ
∗
ccG̃

T

ccPcCxc

)
+ Tr

(
ρfPH

c G̃∗
ccĜ

T

ccWcdiag (dc) Cxc

)
= n + nσ2

w + Tr
(

ρfdiag (dc) WH
c Ĝ

∗
ccĜ

T

ccWcdiag (dc)
)

+

Tr
(
ρfPH

c G̃∗
ccG̃

T

ccPc

)
+

C∑
i=1,i ̸=c

Tr
(
ρfPH

i G∗
icGT

icPi

)
−

Tr
(√

ρfĜ
T

ccWcdiag (dc)
)

− Tr
(√

ρfdiag (dc) WH
c Ĝ

∗
cc

)
−

Tr
(√

ρfG̃T

ccPc

)
− Tr

(√
ρfPH

c G̃∗
cc

)
+

Tr
(
ρfdiag (dc) WH

c Ĝ
∗
ccG̃

T

ccPc

)
+ Tr

(
ρfPH

c G̃∗
ccĜ

T

ccWcdiag (dc)
)

(3-36)

In Equation (3-36), we take the derivation with respect to the power loading
matrix Dc and the equality ∂T r(AB)

∂A = B ⊙ I is used where A is a diagonal
matrix and ⊙ shows the Hadamard product. Thus, we obtain

∂E (ε)
∂Dc

= 2ρf

(
WH

c Ĝ
∗
ccĜ

T

ccWcdiag (dc)
)

⊙ I−
√

ρfĜ
T

ccWc ⊙ I − √
ρfWH

c Ĝ
∗
cc ⊙ I+

ρfWH
c Ĝ

∗
ccG̃

T

ccPc ⊙ I + ρfPH
c G̃∗

ccĜ
T

ccWc ⊙ I =

2ρf

(
WH

c Ĝ
∗
ccĜ

T

ccWcdiag (dc)
)

⊙ I−

2√
ρfRe

{
WH

c Ĝ
∗
cc ⊙ I

}
+ 2ρfRe

{
WH

c Ĝ
∗
ccG̃

T

ccPc ⊙ I
}

(3-37)

where Re {A} shows the real part of matrix A. We can use a stochastic gradient
descent approach to update the power allocation coefficient as follows:

dc (i) = dc (i − 1) − λ
∂E (ε)
∂Dc

=

dc (i − 1) − 2ρfλ
(

WH
c Ĝ

∗
ccĜ

T

ccWcdiag (dc (i − 1))
)

⊙ I+

2√
ρfλRe

{
WH

c Ĝ
∗
cc ⊙ I

}
− 2ρfλRe

{
WH

c Ĝ
∗
ccG̃

T

ccPc ⊙ I
} (3-38)

where i is the iteration index, and λ is the positive step size. Before running
the adaptive algorithm, the transmit power constraint should be satisfied so
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that ∥Wcdiag (dc)∥2 = ∥Pc∥2 ≤ P where Pc is the precoding matrix, Wc is
the normalized precoding matrix and diag (dc) is the power allocation matrix.

Therefore, the power scaling factor η =
√

T r(PcPH
c )

T r(Wcdiag(dc.dc)WH
c ) is employed in

each iteration to scale the coefficients properly. The adaptive power allocation
is summarized in Algorithm 4 where It iterations are considered.

Algorithm 4: Gradient Descent Power Allocation Algorithm for
MSE Minimization.
1 Input Gcc, Pc, Wc, λ ;
2 dc (1) = 0 ;
3 for i = 2 to It do
4 ∂E(ε)

∂Dc
= 2ρf

(
WH

c Ĝ
∗
ccĜ

T

ccWcdiag (dc (i − 1))
)

⊙ I

5 -2√
ρfRe

{
WH

c Ĝ
∗
cc ⊙ I

}
+ 2ρfRe

{
WH

c Ĝ
∗
ccG̃

T

ccPc ⊙ I
}
;

6 dc (i) = dc (i − 1) − λ∂E(ε)
∂Dc

;
7 if Tr

(
Wcdiag (dc (i) .dc (i)) WH

c

)
̸= Tr

(
PcPH

c

)
then

8 η =
√

T r(PcPH
c )

T r(Wcdiag(dc(i).dc(i))WH
c ) ;

9 dc (i) = ηdc (i);
10 end
11 end

3.6.2
Simulation Results for SMSPA with GD

In this section, we assess the sum-rate performances of the CF and
CLCF scenarios for the proposed SMSPA scheme and algorithms and the
existing techniques including exhaustive search (ExS), greedy (Gr) and the
WSR method proposed in [9] which is adapted to the proposed clustering by
maximizing WSR for the UEs of the clusters supported by the corresponding
APs. The CF network is particularly considered as a squared area with
the side length of 400m including M single-antennas randomly located APs
and K uniformly distributed single antenna UEs. For a CLCF network, we
consider the same area divided into C = 4 non-overlapping clusters so that
cluster c includes Mc single-antennas randomly located APs and Kc uniformly
distributed single antenna UEs. To summarize, the main simulation parameters
are described in Table 3.2.

To highlight the power allocation effect, the performance of the proposed
resource allocation technique is compared with the system which has employed
the proposed user scheduling and equal power loading (EPL) for CF and
CLCF networks in Fig. 3.5 while ZF and MMSE precoders are used. As it
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Table 3.2: Simulation parameters

Parameter Value
Carrier frequency 1900 MHz
AP antenna height 15 m
UE antenna height 1.5 m
Shadowing factor 8 dB
Area size 400 m2

NO of clusters 4
Symbol energy Ps=1
Transmit power M × Ps

is visible, sum-rates improve by increasing the SNR and MMSE precoder has
outperformed ZF. We can also note that implementing the proposed SMSPA
method has significantly improved the performance against the case of EPL
in both CF and CLCF networks. In addition, the CF network shows a better
performance compared to CLCF which is in result of the additional interference
caused by other clusters as shown in Equation (2-26). This is while the CLCF
network substantially reduces the computational complexity and the signaling
load compared to CF network as shown in Table 3.3.

In Fig. 3.6, using MMSE precoder, we have compared the proposed
SMSPA resource allocation technique in CF and CLCF networks with dif-
ferent techniques where the proposed GD algorithm is implemented for power
allocation. However, in order to consider the comparison with the optimal ExS
method, we have examined a small number of UEs in the network and half
of the UEs are scheduled. We can note that the proposed SMSPA algorithm
has outperformed other techniques and the results approach the optimal ExS
method.

3.7
GA Power Allocation in the SMSPA Scheme

In this section, we detail the proposed GA power allocation algorithms
used in the SMSPA scheme.

3.7.1
GA Power Allocation Formulation

Using equation (3-30), we combine the received signal of the UEs using a
linear receiver a = 1√

Kc
1T

Kc
, where 1Kc is a 1×Kc vector of all 1 entities so that

aHa = 1 and we obtain a simpler expression for sum-rate [33]. After finding
the power loading factors using the simplified sum-rate expression, we apply
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Figure 3.5: Comparison of the proposed SMSPA technique in CF and CLCF
networks with the system that uses the proposed C-ESG scheme and EPL for ZF
and MMSE precoders, (M = 64, K = 128, n = 24)
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Figure 3.6: Comparison of different resource allocation techniques considering a GD
power allocation algorithm in CF and CLCF networks when an MMSE precoder is
used, (M = 64, K = 16, n = 8)
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Table 3.3: Computational complexity of the proposed resource allocation
algorithm and the signaling load for CF and CLCF networks

Network

NO of APs,
UEs and
scheduled
UEs

Signaling
load NO of FLOPs

CF M = 64, K =
16 and n = 8 3072 0.78 × 106

CLCF M = 64, K =
16 and n = 8 768 0.75 × 105

CF
M = 128,
K = 256 and
n = 128

98304 2.1643 × 1010

CLCF
M = 128,
K = 256 and
n = 128

24576 1.1073 × 109

the obtained power allocation matrix in the sum-rate expressions defined in
equations (2-21) and (2-25) to determine the sum-rates.

Thus, the combined received signal at cluster c and the power ratio of
the desired part of the SINR are given as follows, respectively,

aT yc = √
ρfaT ĜT

ccWcDcxc + √
ρfaT G̃T

ccPcxc

+
C∑

i=1,i ̸=c

√
ρfaT GT

icPixi + aT wc

(3-39)

SINR = ρf

σ2
w

aT ĜT
ccWcDcDH

c WH
c Ĝ∗

cca
aT Za

(3-40)

where
Z = G̃T

ccPcPH
c G̃∗

cc +
C∑

i=1,i ̸=c

ρfGT
icPiPH

i GT
ic + I (3-41)

Assuming Gaussian signaling, the rate expression is obtained by
1
2 log2 (1 + SINR). Accordingly, the simplified sum-rate expression is given
by

SR = 1
2 log2

[
1 + ρf

σ2
w

aT ĜT
ccWcDcDH

c WH
c Ĝ∗

cca
aT Za

]
. (3-42)

Equation (3-42) is similar to 1
2 log2 (1 + bx) where b = ρf

σ2
waT Za and x =

aT ĜT
ccWcDcDH

c WH
c Ĝ∗

cca which is a monotonically increasing function of x,
b > 0. Thus, we can maximize x which is equivalent to the sum-rate using the
following problem

max
dc

(
aT ĜT

ccWcdiag (dc) diag (dc)H WH
c Ĝ∗

cca
)

subject to ∥Wcdiag (dc)∥2 ≤ P.
(3-43)
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Since the objective function x is scalar, trace(x) = x. Therefore, by taking the
derivative of the objective function with respect to the power loading matrix
Dc and using the equality ∂trace(AB)

∂A = B⊙ I where A is a diagonal matrix and
⊙ shows the Hadamard product, we obtain

∂x

∂Dc

= 2
(
WH

c Ĝ∗
ccaaT ĜT

ccWcdiag (dc)
)

⊙ I (3-44)

We can use a stochastic GA approach to update the power allocation coeffi-
cients as follows

dc (i) = dc (i − 1) + λ
∂x

∂Dc

= dc (i − 1)

+ 2λ
(
WH

c Ĝ∗
ccaaT ĜT

ccWcdiag (dc (i − 1))
)

⊙ I
(3-45)

where i and λ represent the iteration index and the positive step size, re-
spectively. Before running the GA adaptive algorithm, the transmit power
constraint should be satisfied so that ∥Wcdiag (dc)∥2

F = ∥Pc∥2
F ≤ P . There-

fore, the power scaling factor η =
√

trace(PcPH
c )

trace(Wcdiag(dc.dc)WH
c ) is employed in each

iteration to scale the coefficients properly. The adaptive power allocation is
summarized in Algorithm 5 where It iterations are used.

Algorithm 5: GA Power Allocation Algorithm for Sum-Rate
Maximization.
1 Input Gcc, Pc, Wc, a and λ
2 dc (1) = 0
3 for i = 2 to It do
4 ∂x

∂Dc
= 2

(
WH

c Ĝ∗
ccaaT ĜT

ccWcdiag (dc (i − 1))
)

⊙ I;
5 dc (i) = dc (i − 1) + λ∂x(ε)

∂Dc
;

6 if trace
(
Wcdiag (dc (i) .dc (i)) WH

c

)
̸= trace

(
PcPH

c

)
then

7 η =
√

trace(PcPH
c )

trace(Wcdiag(dc(i).dc(i))WH
c ) ;

8 dc (i) = ηdc (i);
9 end

10 end

3.7.2
Simulation Results for SMSPA with GA

In order to assess the proposed SMSPA resource allocation scheme, we
compare the sum-rate of the networks that use the proposed C-ESG, standard
greedy (SG), exhaustive search (ES) or WSR user scheduling techniques and
the proposed GA power allocation or EPL. We consider the CF and CLCF
networks as considered for the last section.
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In Fig. 3.7, the sum-rate performances of the proposed SMSPA scheme
is assessed with the ESG scheduling algorithm using EPL or the GA power
allocation when ZF or MMSE precoders are applied. While the sum-rates are
increasing with the increase in the SNR, the MMSE precoder outperforms
the ZF precoder. In addition, the GA power allocation yields significant
performance improvement at low-to-medium SNR values.
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Figure 3.7: Comparison of the proposed SMSPA resource allocation technique
in CF networks for ZF and MMSE precoders with the system which has
implemented the proposed C-ESG algorithm and EPL (M = 64, K = 128,
n = 24)

Fig. 3.8 shows a comparison of different resource allocation techniques
when the MMSE precoder is used. We employ a network with a small number
of UEs while half of the UEs are scheduled so that we can show the results
for the ES method as well as other methods. We notice that the proposed
SMSPA resource allocation which has used the C-ESG and GA algorithms has
outperformed other approaches and in the CF network the performance is close
to that of the optimal ES method. As expected and according to Equation (2-
23), CF shows better performance than that of the CLCF network because of
the extra interference terms caused by other clusters.

We clarify that Fig. 3.7 and Fig. 3.8 are plotted according to the sum-rate
expressions of Equations (2-21) and (2-25) and simplified sum-rate expression
of (3-42) is used only to derive the power loading factors. However, as shown
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Figure 3.8: Comparison of the different resource allocation techniques in CF
and CLCF networks adapting GA power allocation when MMSE precoder is
used (M = 64, K = 16, n = 8).

in Table 3.4, the computational cost of the proposed SMSPA scheme and the
signaling load as the number of channel parameters for CLCF network are
substantially lower than CF.

Table 3.4: Computational complexity of the proposed SMSPA scheme in
floating point operations and the signaling load in parameters for CF and
CLCF networks when M = 64, K = 128 and n = 64.

Network CF CLCF
Signaling load 24576 6144
Computational cost 1.3632 × 109 69.354 × 106

3.8
Summary

In this chapter, we have presented a comprehensive outline of the SMSPA
resource allocation technique, which includes the development of the C-ESG
multiuser scheduling method and two novel power allocation strategies based
on GD and GA algorithms. The C-ESG technique effectively addresses mul-
tiuser scheduling, while the GD and GA power allocation strategies focus on
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minimizing MSE and maximizing a simplified sum-rate expression, respec-
tively. Simulation results demonstrate significant performance improvements
achieved by the SMSPA framework when compared to EPL and other existing
user scheduling methods. These findings establish a strong foundation for fur-
ther exploration of advanced resource allocation strategies in CF and CLCF
massive MIMO networks.



4
Clustering Strategies based on Information Rates and Fair
Resource Distribution in CF-mMIMO Networks

In this chapter, we develop and evaluate advanced strategies for cluster-
ing and resource allocation in CF-mMIMO networks, focusing on user-centric
approaches to enhance network performance and fairness. To harness the full
potential of CF-mMIMO while maintaining system simplicity and reducing sig-
naling overhead, several clustering strategies have been proposed [25,28,34,35].
Among these, the user-centric CF (UCCF) clustering approach has been high-
lighted as particularly effective [2, 36–39]. This approach tailors clusters of
APs to individual UEs based on various criteria, such as large scale fading
and signal-to-noise ratios, enhancing the direct support to each user [9,40,41].
Furthermore, efficient resource allocation within these networks is critical for
ensuring fair resource distribution among UEs and maximizing spectral effi-
ciency. Studies like [42] and [43] have developed resource allocation strategies
focusing on minimizing power consumption while maximizing infrastructure
operator revenue and maintaining service quality. Other research has aimed
at optimizing network performance through approaches such as weighted sum
rate maximization and user association algorithms [9, 34,44].

In this chapter, unlike last chapters, we consider CF-mMIMO networks
with multi-antenna APs, which are likely to become more relevant in future
wireless networks. We introduce a novel user-centric clustering approach for
downlink scenarios. Our technique involves selecting APs for each UE based on
a threshold of information rates, ensuring tailored service quality and optimal
network resource utilization. We impose a unique constraint that increases the
minimum number of APs dedicated to serving each UE, thus enhancing the
quality of service by guaranteeing substantial AP coverage for each user. Ad-
ditionally, we propose a new resource allocation strategy that integrates our
clustering approach with a fair user scheduling mechanism. Numerical simula-
tions are provided to demonstrate that our methods significantly outperform
existing techniques in terms of service quality and network efficiency.

The rest of this chapter is organized as follows: Section 4.1 provides an
overview of the system model, detailing the network structures and relevant
sum-rate expressions. Section 4.2 introduces our proposed AP selection tech-
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nique for user-centric clustering. Section 4.3 discusses the resource allocation
challenges and presents our solution for scheduling multiple users fairly. In
Section 4.4, we analyze the performance of our proposed methods through
numerical results. Finally, Section 4.5 concludes the chapter.

4.1
Network Model

In this section, we examine the network model for multiple-antenna CF
and UCCF systems.

4.1.1
Multi-Antenna CF-mMIMO Network Model

We detail the downlink setup of a CF-mMIMO network comprising L

APs, each equipped with N uniformly spaced antennas, serving K randomly
distributed single-antenna UEs. The network is characterized by a significantly
greater number of UEs compared to the total number of AP antennas, i.e.,
K ≫ M = LN , necessitating the scheduling of n ≤ M out of the K UEs.
Thus, the downlink received signal model is expressed the same as Equation
(2-19). The channel matrix G = Ĝ + G̃ ∈ CLN×n consists of the estimated
channel Ĝ and the estimation error G̃, accounting for CSI imperfections. Both
Ĝ and G̃ are composed of independent zero-mean variables, and the estimation
error is assumed to be sufficiently small to enable effective communication.
However, the dimensions of the linear precoder matrix should be P ∈ CLN×n,
while the transmitted symbol vector x and the additive noise vector w should
both have dimensions Cn×1. Assuming Gaussian signaling with statistical
independence among the elements of x and independence from all noise and
channel coefficients, and treating Ĝa as remaining constant within a coherence
interval and independent across different coherence intervals while Conversely,
G̃a being considered as a stochastic variable reflecting the channel error, the
upper bound on the achievable sum-rate under imperfect channel knowledge
for the CF system is expressed by the following equation, similar to Equation
(2-21), with the difference being in the dimension of the signal vector and
considering the stochastic nature of the channel estimation error for more
correct assessment

SRcf = log2 (det [Rcf + In]) , (4-1)
where the covariance matrix Rcf is defined as:

Rcf = ρfĜT PPHĜ∗
(
EG̃a

[
ρfG̃T PPHG̃∗

]
+ σ2

wIn

)−1
. (4-2)
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Figure 4.1: User-centric cell-free network.

4.1.2
UCCF-mMIMO Network Model

We employ a UCCF massive MIMO network, depicted in Fig. 4.1. In this
network, each UE is served by a selected subset of APs. The downlink received
signal model in this context is described by:

y = √
ρfGT

a Pax + w. (4-3)

In a manner analogous to the CF network, the upper bound on the achievable
sum-rate under imperfect channel knowledge for the UCCF system is defined
as:

RUC = log2 (det [RUC + IK ]) , (4-4)
where the matrix RUC is given by:

RUC = ρfĜT
a PaPH

a Ĝ∗
a

(
EG̃a

[
ρfG̃T

a PaPH
a G̃∗

a

]
+ σ2

wIK

)−1
, (4-5)

and the vectors x and w are statistically independent.
The channel and precoding matrices in a UCCF network are represented

as Ga = [ga1, . . . , gan] and Pa as a function of Ga, respectively. Each channel
vector gak ∈ CLN×1, for k ∈ {1, . . . , n}, is formulated as gak = Akgk, where
Ak = diag(ak1, . . . , akLN) are diagonal matrices with elements defined by:

akl =

1 if l ∈ Uk,

0 if l /∈ Uk

, l ∈ {1, . . . , LN}, (4-6)

where Uk denotes the subset of APs serving the kth UE, and gk ∈ CLN×1,
k ∈ {1, . . . , n} is the kth column of the LN × n CF channel matrix G =
[g1, . . . , gn].

4.2
AP Clustering Strategies

In wireless networks, the process of selecting APs to serve UEs, commonly
referred to as clustering, can follow different criteria. This section begins
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with an overview of standard clustering based on the Large Scale Fading
(LSF) criterion. Subsequently, we introduce a novel approach that utilizes the
sum-rate (SR) criterion, termed Boosted SR (BSR), to achieve improved AP
clustering.

4.2.1
LSF-Based Clustering

AP Clustering using the LSF method depends on extensive propagation
features such as path loss and shadowing to identify suitable APs for UEs.
This approach concentrates on the typical signal attenuation observed over
significant distances and overlooks various aspects of the wireless environment.

In this clustering method, an AP m, is selected for a user k if its average
channel gain exceeds a predetermined threshold αlsf , such that βmk ≥ αlsf ,
where βmk represents the large-scale fading coefficient. If no AP meets this
criterion for a user, the AP with the highest average channel gain is chosen as
the fallback, ensuring that each UE is served by at least one AP. The set of
selected APs for UE k is thus given by:

Uk,lsf = {m : βmk ≥ αlsf} ∪
{

argmax
m

βmk

}
, (4-7)

where he threshold αlsf is defined as:

αlsf = 1
LNK

LN∑
m=1

K∑
k=1

βmk (4-8)

In this user-centric clustering approach, the set of APs Uk,lsf serving UE k

is determined based on the LSF criterion. Specifically, the set Uk,lsf includes
all APs where the LSF coefficient βmk exceeds a predefined threshold αlsf ,
ensuring that only APs with sufficiently strong signals are selected. Therefore,
the AP with the maximum LSF coefficient for each UE is always included in
the set Uk,lsf [28]. However, this approach does not account for instantaneous
channel conditions or the specific requirements of UEs. While beneficial for
providing a general overview of the wireless environment, it may not always
yield the optimal AP selection in every scenario due to its macroscopic
view. The lack of customization to dynamic channel conditions or a focus
on maximizing information rates may lead to reduced spectral efficiency.

4.2.2
Proposed Information Rate-Based Clustering

In this section, we discuss AP clustering based on the sum-rate (SR)
criterion. We present an analysis of our proposed method, which centers
on optimizing the sum-rate achievable between an AP and UEs to ensure
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reliable communication. This method considers multiple factors impacting
communication quality and information rates, including actual channel gains,
channel estimation errors, and noise levels. By utilizing the SR criterion, this
approach ensures that UEs are served by APs that can deliver the possible
rates. The downlink signal model from AP m to UE k is given by:

ykm = √
ρf ĝT

kmpkx + √
ρf g̃T

kmpkx + wk, (4-9)

where ĝkm represents the estimated channel gain from AP m to UE k, g̃km

denotes the channel gain estimation error, and pk ∈ CLN×1 is the precoder for
UE k. Assuming Gaussian signaling, the rate from AP m to UE k is calculated
as:

SRkm = log2

(
1 +

√
ρf |ĝkm|2pH

k pk
√

ρf |g̃km|2pH
k pk + σ2

w

)
. (4-10)

For effective AP selection, we compute the average rate across all UEs and APs.
To ensure efficient coverage and quality of service, every UE should ideally be
served by an AP or a cluster of APs offering a rate higher than or equal to the
average rate αsrc defined as:

αsrc = 1
KM

K∑
k=1

M∑
m=1

SRkm (4-11)

For each UE, APs with rates surpassing αsrc are designated as the AP cluster
serving that UE. In scenarios where no AP meets this criterion for a UE, the
AP delivering the highest rate is selected, even if below the desired threshold.
Consequently, the cluster of APs designated to serve UE k is defined as:

Uk,asr = {m : SRkm ≥ αsrc} ∪
{

argmax SRkm
m

}
. (4-12)

This methodology prioritizes information rates over traditionally used metrics,
ensuring that UEs are served by the APs providing the best rates in any
scenario. To confirm the effectiveness of the approach in (4-12), we also enforce
a constraint that increases the minimum number of APs dedicated to serving
each UE. The BSR algorithm adopts a dynamic approach to AP clustering,
focusing on maximizing sum rates to enhance communication quality and
network efficiency. The BSR algorithm is outlined in Algorithm 6, where K
and A represent the sets of all UEs and all APs, respectively.
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Algorithm 6: Boosted SR (BSR) Algorithm
1 Input rate matrix SR, threshold αsrc

2 For every UE k, assign an empty cluster AP BSR
k

3 Step 1: SR calculation and initial AP selection
4 for each UE k and AP m do
5 if SRk,m ≥ αsrc then
6 Add m to AP BSR

k

7 end
8 end
9 Step 2: Evaluation of AP coverage

10 Calculate NAPAv
:

NAPAv
= 1

|K|
∑
k∈K

|AP BSR
k |

11 Step 3: Identification of under-supported UEs
12 Determine set SLow:

SLow = {k ∈ K : |AP BSR
k | < NAPAv

}

13 Step 4: Augmenting AP coverage
14 for each k in SLow do
15 while |AP BSR

k | < NAPAv
do

16 Add
m/∈AP BSR

k

SRk,m to AP BSR
k

17 end
18 end

4.2.3
Analysis of the Proposed BSR Technique

In AP clustering via the BSR method, the selection of APs that offer
the highest rates inherently optimizes the network’s overall sum-rate. This
strategy adapts to the real-time conditions of the network, enabling BSR-
based clustering to target optimal performance given the current network
state. Additionally, BSR potentially enhances spectral efficiency as it takes
information rates into consideration.

To evaluate the BSR method, we reference Equation (4-10) which is
similar to SRkm = log2

(
1 + ∥Skm∥2

∥INkm∥2

)
. For two distinct links {j, i} to UE k,

the rates are defined as follows:
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SRkj = log2

(
1 + ∥Skj∥2

∥INkj∥2

)
(4-13)

SRki = log2

(
1 + ∥Ski∥2

∥INki∥2

)
(4-14)

Assuming:

- ∥Skj∥2 is slightly larger than ∥Ski∥2, indicating a marginally better
channel for link j.

- ∥INkj∥2 is significantly larger than ∥INki∥2, implying substantially more
noise on link j.

Consequently, it could result in SRki > SRkj, leading to:

- LSF would select link j due to a larger ∥Skj∥2.

- BSR would opt for link i because SRki > SRkj.

In situations with high noise variance, choosing an AP solely based on
high channel gain may not maximize the sum-rate performance effectively. By
considering both channel conditions and noise levels, and leveraging the SR
metric, the approach is more inclined to select the AP that offers a superior
link for the UE, thereby enhancing the overall sum-rate performance of the
system.

We consider identical LSF values from all antennas of an AP to a
UE are, which implies that the subset

{
ak(j−1)N+1, · · · , ajN

}
in Ak consists

entirely of ones when AP j is serving UE k, and zeros otherwise. Conversely,
BSR incorporates small-scale fading in its evaluation, which varies across
different antennas of APs, providing a more adaptive assessment of each
AP’s performance. The BSR algorithm not only ensures reliability through
adaptive coverage but also accounts for the unique fading characteristics of
each antenna. Unlike the static LSF-based criterion, BSR leads to a network
with higher sum rates and enhanced reliability, optimizing AP selection for UEs
to ensure balanced and efficient network load with high-quality connections.
By dynamically assigning UEs to APs according to their information rates and
improving coverage for UEs with inadequate support, BSR not only guarantees
reliability by adaptive coverage but also considers the distinct fading properties
of each antenna. Compared to the LSF-based criterion, BSR is more dynamic
and results in a network with increased sum rates and enhanced reliability.
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4.3
Resource Allocation with Fairness

In CF-mMIMO networks where K ≫ LN , it is important to consider
clustering and multiuser scheduling together. Given that a primary objective
of CF-mMIMO networks is to deliver uniform performance among UEs, we
have developed a multiuser scheduling algorithm to ensure fairness among
UEs. However, the sequence in which clustering and multiuser scheduling
are executed leads to varying costs. To minimize these costs, we implement
clustering first, followed by multiuser scheduling.

4.3.1
Proposed Resource Allocation Problem

In every time slot i, our objective is to schedule a subset of n UEs from a
total of K UEs, where n ≤ LN , to achieve a desirable sum-rate. This subset is
denoted as Si

n, leading to a column-reduced channel matrix Gcc(Si
n). Our goal

is to maximize the sum-rate for the chosen UEs in a UCCF network, while
also maintaining fairness, as outlined by

maximize
Si

n,d
SRUC(Si

n) (4-15a)

subject to
∥∥∥Pa

(
Si

L

)∥∥∥2

F
≤ P, ∀i = 1, · · · , T (4-15b)

Si
n ∩ Sj

n = ∅, i ̸= j, ∀i, j = 1, · · · , T (4-15c)

∪T
i=1 Si

n = K (4-15d)
1

|Sc|
∑

k∈Sc

twk = 1
|Sp|

∑
k∈Sp

twk (4-15e)

In the i-th time slot, SRUC represents the sum-rate for UEs with the signal
covariance matrix’s upper boundary defined by Trace[Cx] ≤ P . We denote T

as the number of time slots and K = {1, 2, . . . , K} to indicate all UEs. The
sets Sc and Sp correspond to UEs contributing to the maximum sum-rate and
those with poor channels, respectively. The waiting time for UE k is denoted
by tw,k. Constraints (4-15c) and (4-15d) ensure that every UE is selected at
least once, while (4-15e) aims to ensure similar average waiting times for both
sets. The problem’s complexity arises from the dynamics of rates and user
scheduling challenges.
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4.3.2
Proposed F-Gr Algorithm

To address the optimization problem described in (4-15), we develop a
fair greedy (F-Gr) multiuser scheduling method, based on the greedy (Gr) user
scheduling approach outlined in [45]. This method aims to maximize the sum-
rate while adhering to the constraint specified in (4-15b). Unlike the strategy
in [45], our F-Gr technique emphasizes ensuring fairness among UEs.

This approach is implemented to maintain an average equal waiting time
for both groups of UEs (Sc and Sp). After excluding UEs that have been
previously scheduled, we then select those with the lowest channel gain in the
next time slot. This process is repeated alternately until all UEs have been
scheduled.

In particular, we define SR ∈ CK×LN as the rate matrix, where SRk,m =
SRkm as specified in (4-10), and K represents the set of all UEs. We also
calculate the threshold as in (4-11). Utilizing the proposed BSR algorithm, APs
are clustered for each UE. For the scheduling phase, which spans T timeslots,
the operation in the ith timeslot varies depending on whether i is even or odd.
If i is odd, the system schedules the best n UEs in the set S

i+1
2

c to maximize the
sum-rate. Specifically, in an odd i, given Ki as all UEs in the current timeslot,
a UE s1 is selected in the first iteration l = 1 as follows,

s1 = argmax
k∈Ki

gH
k gk. (4-16)

Let S1 = {s1}. The maximum achieved rate SR(S1)max is calculated, and
subsequently, we identify a UE in the next iteration that maximizes the rate,
defined as

sl = argmax
k∈(Ki\Sl−1)

SR (Sl−1 ∪ {k}) (4-17)

This process is repeated until n UEs have been scheduled as the best n UEs in
an odd timeslot. Conversely, in every even timeslot, n UEs with the weakest
channel powers are scheduled as S

i
2
p . After the scheduling process, we compute

the weighted sum-rate for each set and the average sum-rate over all timeslots
is given by

SRAv = 1
T

T∑
i=1

ni

n
× SRi (4-18)

The outlined resource allocation framework, including clustering and multi-
user scheduling, is summarized as Algorithm 7. The greedy selection in
the F-Gr algorithm effectively balances computational complexity with high
performance, making it scalable for large networks while ensuring convergence
through a finite set of UEs and deterministic scheduling steps.
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Algorithm 7: Proposed F-Gr Resource Allocation
1 Input: rate matrix SR, set K1 = K
2 Calculate threshold using eq. (4-11)
3 Cluster APs per UE using BSR
4 Determine n (UEs scheduled per timeslot)
5 for i = 1 to T do
6 if i mod 2 = 1 then
7 l = 1, s1 = argmax

k∈Ki

gH
k gk, S1 = {s1}

8 while l < n do
9 l = l + 1

10 sl = argmax
k∈(Ki\Sl−1)

SR(Sl−1 ∪ {k})

11 Update Sl = Sl−1 ∪ {sl}
12 if SR(Sl) ≤ SR(Sl−1) then
13 Break, l = l − 1
14 end
15 end

16 S
i+1

2
c = Sl

17 Update UEs: Ki = Ki \ S
i+1

2
c

18 else
19 Schedule n UEs with poorest channels S

i
2
p

20 Update UEs: Ki = Ki \ S
i
2
p

21 end
22 end
23 Calculate sum-rate for scheduled UEs
24 Compute average sum-rate using eq. (4-18)

4.4
Simulation Results

In this section, we evaluate the sum-rate performance of clustering
methods. We analyze a CF network including a square area with a side length
of 400 m, featuring L = 16 APs, each equipped with N = 4 antennas, and
K = 128 single-antenna UEs distributed randomly. These assessments also
consider imperfect CSI. For both sum-rate and BER performance evaluations,
we base our findings on the average results from 1000 channel realizations,
ensuring statistical reliability and robustness.

Figure 4.2 presents a comparison between UCCF networks using LSF and
BSR criteria and a CF network without user scheduling. The results show that
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Figure 4.2: Sum-rate for UCCF with different clustering criteria and CF
network with no user scheduling, L = 16, N = 4, K = 128

BSR significantly outperforms LSF, achieving performance close to that of the
CF network, especially at higher SNR values. This highlights the effectiveness
of the BSR criterion in improving network performance compared to the LSF
approach.

Figure 4.3 further illustrates the improvements in BER achieved by the
BSR criterion compared to the LSF criterion in the UCCF network setup
without user scheduling. As SNR increases, the BER for the BSR approach
significantly decreases, closely following the performance of the CF network,
while the LSF-based network exhibits higher BER throughout the entire range.
This highlights the clear advantage of using BSR in terms of error performance
over LSF.

We assessed the performance of the F-Gr resource allocation algorithm
within both CF and UCCF networks, the latter of which employed the BSR and
LSF criteria for AP clustering. Figure 4.4 presents a performance comparison
of the F-Gr algorithm in a CF network and UCCF networks utilizing BSR
and LSF clustering, respectively, for setups with M = 64 and K = 128
UEs, scheduling n = 20 UEs per timeslot. The results indicate that the F-
Gr algorithm substantially outperforms the LSF-based UCCF network and
closely matches the performance of the CF network.

In order to offer a concise and informative visualization in terms of
fairness, we have calculated the median rate for each user at a given SNR
which represents the 50th percentile in the CDF. In other words, the median
rate is the value at or below which 50 percent of the observed rates fall, thereby
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Figure 4.3: BER of UCCF networks with different clustering criteria and the
CF network with no user scheduling, L = 16, N = 4, K = 128.
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Figure 4.4: Performance of F-Gr resource allocation sum-rate in CF and UCCF
networks, L = 16, N = 4, K = 128 and n = 20.
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Figure 4.5: Median Rate Distribution for CF network using Gr scheduling for
K = 32, n = 16 and 100 channel realizations.

serving as a robust indicator of the typical rate experience for each user. In this
regard, Fig. 4.5 and Fig. 4.6 are given. As we can see, for the F-Gr technique,
all the users have shown acceptable rates. In contrast, the Gr technique results
in some UEs having zero rate across 100 channel realizations.

Figure 4.7 displays the computational cost in terms of floating-point op-
erations (flops) for CF, BSR UCCF, and LSF UCCF networks, with scheduling
of n = LN UEs per network. It demonstrates that UCCF networks exhibit sig-
nificantly lower complexity compared to CF networks. Additionally, the figure
highlights the scalability and efficiency of BSR and the F-Gr algorithm, which
maintain high performance even in densely populated networks with up to
100 APs. It also illustrates that LSF UCCF networks are less complex than
those using BSR. This reduced complexity in LSF UCCF networks arises be-
cause, BSR UCCF networks that utilize both large-scale and small-scale fading
information, resulting in a notable performance enhancement.

Accordingly, Table. 4.1 shows the calculated computational cost in terms
of flops and the signaling load for these networks which shows that using LSF
results in less signaling load compared to BSR.

About the proposed F-Gr method, the complexity is almost the same
as when Gr technique with BSR AP selection is used in UCCF. Because in
the first time slot, we calculate the power and rate of all the network links.
In the next time slots, where we put aside a set of UEs, we do not need to
recalculate power and rate of other links as are calculated in the first time slot,
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Figure 4.6: Median Rate Distribution for CF network using F-Gr scheduling
for K = 32, n = 16 and 100 channel realizations.

Figure 4.7: Complexity of F-Gr resource allocation for CF and UCCF networks
when n = LN UEs are scheduled.



Chapter 4. Clustering Strategies based on Information Rates and Fair Resource
Distribution in CF-mMIMO Networks 77

Table 4.1: Computational complexity and signaling load of the proposed
resource allocation algorithm

Network NO of FLOPs Signaling Load
CF, Gr 4(LN)3 + LN (2K + 6)

LSF UCCF, Gr 9
128(LN)3 +LN

(
3
8K + 7

)
+K +1 2N2L2 + NL2 +

NL

BSR UCCF, Gr
27
64(LN)3 + 27

32(LN)2 + 1179
256 LN +

19
8 LNK

4N2L2 + 2NL

Figure 4.8: Scheduling times for each UE in CF network using Gr and F-Gr
scheduling methods for K = 128, n = 20 and 100 channel realizations.

and we just calculate some new summations for sum-rate or some comparisons
to decide which link to consider or not. Thus, the F-Gr technique will add a
small calculations compared to the Gr method when UCCF is considered.

Fig. 4.8 considers 100 channel realizations and the number of scheduling
times of each user in the CF network. In the standard Gr technique, there are
some users which are not supported well in several channel realizations while
in the F-Gr technique, all the users are supported in different time slots.

For a final evaluation of the proposed method and its optimal usage sce-
narios, our study extensively assesses the performance of the clustering and
scheduling with fairness based on information rates. Through the analyses
and the results, we demonstrated the robustness and network performance
enhancement using the proposed technique across various user densities and
operational conditions. This adaptive approach highlights significant improve-
ments in fairness and network efficiency, ensures a desirable resource allocation
and user coverage, and introduces a suitable method for scenarios with dense
user distributions and demanding service quality requirements. In particular,
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the proposed methods would excel in environments with a high density of UEs,
or environments wherein temporary events, emergency situations or massive
influx of UE within a limited area suddenly increase seeking for connection, as
they focus on efficiently scheduling and managing resources among a large num-
ber of UEs. Applications or scenarios requiring high data rates would benefit
from the enhanced performance provided by these methods. By incorporating
fairness considerations into the optimization problem, the proposed methods
strike a balance between maximizing system performance and ensuring service
among UEs which is crucial in 6G networks, where diverse applications with
varying quality of service requirements coexist, necessitating fair and efficient
resource allocation mechanisms.

4.5
Summary

In this chapter, we assessed the F-Gr resource allocation algorithm across
CF and UCCF networks using BSR and LSF criteria for access point cluster-
ing. The analysis demonstrated that the F-Gr algorithm notably improves
performance in UCCF networks compared to those using LSF and performs
comparably to traditional CF networks. This highlights its potential for en-
hancing network efficiencies in various settings. Moreover, UCCF networks,
particularly those utilizing BSR, prove to be scalable and efficient, making
them suitable for high-density network environments.



5
Robust Resource Allocation in CF-mMIMO Networks

User-centric CF-mMIMO networks represent a significant evolution from
traditional cellular architectures, offering dramatic improvement data rates
and reliability, crucial for the advancement toward next-generation wireless
systems. However, optimizing resource allocation within these networks poses
a major challenge. Effective strategies are required to balance the load and
ensure equitable service across the numerous APs and UEs. This involves
sophisticated techniques for power control, user scheduling, and bandwidth
management, which are essential to maximize performance while minimizing
interference and energy consumption [4, 46,47].

An important feature in operation of CF-mMIMO networks is the man-
agement of channel state information (CSI). The precision of CSI impacts
crucial network operations such as precoding, power control, and user schedul-
ing. Accurate CSI allows for signals to be coherently combined at the UE,
minimizing interference and optimizing overall network performance. However,
achieving perfect CSI is challenging due to factors such as estimation errors
and feedback delays, which can significantly impair network efficiency [48,49].

Recognizing the limitations imposed by imperfect CSI, substantial re-
search has been undertaken to develop robust resource allocation strategies.
These strategies are designed to tolerate or compensate for CSI inaccuracies,
with various studies focusing on worst-case performance optimization to en-
hance system resilience [50–52]. Notably, robust beamforming and power allo-
cation strategies have been advanced to handle the variabilities in receiver CSI,
enhancing joint space-time decoding and interference rejection [6, 53]. Specif-
ically, the work of [50] investigates robust beamforming-type linear receiver
techniques that enhance joint space-time decoding and interference rejection,
using a worst-case performance optimization approach. [51] tackles the chal-
lenge of optimizing user scheduling in the uplink of massive MIMO systems,
aiming to decrease the channel estimation overhead. [52] delves into the design
of precoders for a multiuser MIMO system under conditions of imperfect CSI,
introducing an energy-efficient precoder design. The study of [54] examines
an energy-efficient resource allocation algorithm for a wireless power transfer
(WPT) enabled multiuser massive MIMO system, incorporating imperfect CSI
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to enhance the robustness of the proposed resource allocation algorithm. [6]
focuses on the downlink of a CF-mMIMO system with single-antenna APs and
UEs, introducing an iterative robust MMSE (RMMSE) precoder to mitigate
interference caused by imperfect CSI.

This chapter introduces a robust resource allocation framework specifi-
cally tailored for the downlink of CF-mMIMO networks, addressing the chal-
lenges of imperfect CSI. The framework comprises a robust user scheduling
algorithm and two novel power allocation strategies aimed at optimizing net-
work sum-rate and minimizing MSE. In particular, we adopt linear and MMSE
or Zero-Forcing precoders as the basic transmit processing filters for multiuser
interference mitigation. Furthermore, a robust multiuser scheduling algorithm
denoted robust clustered enhanced subset greedy (RC-ESG) algorithm that
implements worst-case robust optimization techniques is developed, which ac-
counts for imperfect CSI and ensures that user scheduling decisions are resilient
to estimation errors. Moreover, we propose two robust power allocation algo-
rithms to further enhance the network’s information rates and robustness in the
presence of imperfect CSI. The first strategy incorporates channel estimation
errors into the optimization process, employing a robust gradient descent power
allocation (RGDPA) algorithm, which enables a cost-effective power allocation.
The second technique, rooted in worst-case robust optimization (WRGDPA),
optimizes power allocation by preparing for the most unfavorable scenarios of
channel uncertainty, ensuring consistent network performance.

The subsequent sections of this chapter will systematically outline the
modeling of UCCF networks, the challenges pertaining to resource allocation,
and detailed descriptions of our novel robust scheduling and power allocation
strategies. We will also present a detailed analysis of the solutions to various
optimization problems posed by these strategies, discuss the convexity of the
objective functions, and compare the computational costs of the proposed al-
gorithms. Finally, the chapter will culminate with a discussion of simulation
results that showcase the effectiveness of our approaches, followed by a con-
clusion that summarizes the key insights and contributions of our research.
Through this exploration, we aim to provide a comprehensive understanding
of the advancements in CF-mMIMO networks and introduce innovative solu-
tions to ensure high performance amidst the challenges posed by imperfect
CSI.
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5.1
Network Model

In this chapter, we continue to explore the UCCF network equipped with
multi-antenna APs as described in the previous chapter, employing LSF for
AP clustering. Consequently, the sum-rate expression remains consistent with
that outlined in Equation (4-4). As outlined in previous chapters, the channel
matrix G, which represents the propagation effects between APs and UEs, is
denoted as G = Ĝ + G̃ ∈ CLN×n. Here, Ĝ represents the estimated channel
matrix, and G̃ denotes the channel estimation error. Accordingly, gmk = [G]m,k

refers to the channel coefficient between the mth AP antenna (one of the
M = LN AP antennas) and the kth UE, representing the element of the
channel matrix G located at the mth row and the kth column, and is modeled
as follows:

gmk =ĝmk + g̃mk

=
√

1 − α
√

βmkhmk +
√

α
√

βmkh̃mk,
(5-1)

where ĝmk is the channel coefficient estimate, g̃mk is the channel coefficient
estimation error, α is a CSI imperfection parameter that balances the contri-
bution of the small scale channel estimation coefficient hmk and its estimation
error h̃mk. Note that the large-scale fading (LSF) coefficient βmk is assumed to
be known, as it can be reliably estimated and tracked due to its slow variation,
consistent with the findings in [19].

5.1.1
Resource Allocation in UCCF Networks

Given the constraint that the number of UEs K exceeds the total
number of AP antennas M , user scheduling becomes necessary to ensure that
a manageable and efficient subset of UEs is served at any given time. Defining
the user scheduling task similar to the problem stated in Equation (3-1), the
following optimization problem is considered:

max
Sn

SR (Sn)

subject to ∥Pa (Sn)∥2
F ≤ P,

(5-2)

where SR denotes the sum-rate, and Sn represents the set of n UEs to be
scheduled, and P is the upper limit of the signal covariance matrix Tr (Cx) ≤
P . Additionally, Pa (Sn) ∈ CLN×n is the precoding matrix of the scheduled
users.

The sum-rate equation, as defined in (4-4), is a complex expression that
becomes even more intricate when the MMSE precoder is applied, due to its
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reliance on matrix inversions and other advanced mathematical operations,
making the optimization problem in (5-2) highly challenging. Therefore, to
solve the optimization problem in (5-2) a greedy method is resorted.

Addressing the power allocation problem is essential for controlling
interference and enhancing the overall sum-rate performance of the system.
Initially, we rewrite the downlink UCCF received signal defined in (4-3) as
follows:

ya = √
ρfĜT

a Pax + √
ρfG̃T

a Pax + w, (5-3)

where the precoding matrix in the desired term can be rewritten as Pa =
WD such that W ∈ CNL×n is the normalized linear precoder matrix and
D ∈ Cn×n is the power allocation matrix as described in Equation (3-2),
with the corresponding power allocation vector given by d = diag {D} =[√

p1
√

p2 · · · √
pn

]T
.

To perform power allocation, following the rationale described in Section
3.6, we use the Mean Squared Error (MSE) between the transmitted signal
and the received signal as the objective function. The resulting optimization
problem is similar to the one defined in Equation (3-31), as outlined below:

min
d

E [ε]

subject to ∥Wdiag (d)∥2 ≤ P,
(5-4)

where the error is
ε = ∥x − ya∥2 . (5-5)

As described in Section 3.6, adopting MSE is mathematically more tractable
and can lead to a significant improvement in the sum-rate performance.

The network’s scalability can be enhanced by first performing AP selec-
tion, ensuring each AP only serves a limited number of UEs, reducing compu-
tational load and fronthaul requirements. This approach, combined with linear
MMSE precoder and user scheduling before power allocation, aligns with the
findings in [2] and preserves scalability.

When examining the specified optimization problems, it becomes evident
that imperfect CSI can lead to suboptimal decisions and performance degra-
dation. This necessitates a robust optimization approach capable of mitigating
the uncertainties introduced by CSI errors.

5.2
Robust Resource Allocation

In this section, we present the proposed robust resource allocation frame-
work that is depicted in Fig. 5.1, which employs robust multiuser scheduling
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Figure 5.1: Block diagram of the proposed robust resource allocation.

and power allocation algorithms operating sequentially. The proposed frame-
work employs a robust greedy user scheduling (RGUS) technique to initially
select a set of UEs under the assumption of equal power loading (EPL). The
adoption of a greedy technique is due to its low computational cost and reli-
able performance, which makes it an effective and practical solution for opti-
mization. RGUS uses a robust dynamic UE substitution (RDUS) technique to
consider potential UE sets and approach the optimal set identified. Following
the selection of the best UE set based on the sum-rate criterion, our framework
incorporates a robust power allocation (RPA) strategy, which is designed to
allocate the power efficiently, further enhancing the performance 1.

5.2.1
Robust multiuser scheduling

The proposed robust multiuser scheduling algorithm is presented based
on worst-case optimization, which can be formulated as the following optimiza-
tion problem:

max
Sn

min
G̃a

SR (Sn)

subject to

∥Pa (Sn)∥2
F ≤ P,

β ≤ ∥g̃k∥2 ≤ β0, ∀k ∈ Sn.

(5-6)

where G̃a is the channel estimation error, g̃k is the channel estimation error
for UE k, and β and β0 bound the estimation error vector power for each
UE in the selected set. The problem in (5-6) aims to optimize the sum-rate
while targeting worst-case scenarios. It introduces a minimization operation
over G̃a, which represents the uncertainty on CSI. In contrast to (5-2), this
dual-layered optimization ensures that the sum-rate is maximized while the

1This work focuses on robust resource allocation with standard MMSE and ZF precoders,
which are not optimized for imperfect CSI at the transmitter. Exploring robust precoding
techniques could further enhance performance and is a potential topic for future research.
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robustness against the worst possible channel outcomes is enforced. As it will
be shown later, using G̃a leads us to the optimization of the parameter α that
models the uncertainty on CSI.

In order to solve the problem in (5-6), inspired by the C-ESG multiuser
scheduling algorithm in Section 3.2, we propose the robust clustered enhanced
subset greedy (RC-ESG) multiuser scheduling method. We initiate this ap-
proach using the RGUS technique to schedule the first UE set. It first identifies
a UE with the highest channel power by solving a robust extremum optimiza-
tion problem (REOP) as follows:

k1 =argmax
k∈K

(
min

g̃k

(
gH

k gk

))
subject to

β ≤ ∥g̃k∥2 ≤ β0, ∀k ∈ K,

(5-7)

where K = {1, · · · , K} is set of all UEs. The robustification in this problem
ensures that the solution is robust to variations within the channel constraints.
Then, we select UEs to enhance the sum-rate. In each iteration, we identify
and incorporate a UE that contributes to maximizing the channel power by
solving a REOP problem similar to (5-7) as given by

k1 =argmax
k∈(K\U)

(
min

g̃k

(
gH

k gk

))
subject to

β ≤ ∥g̃k∥2 ≤ β0, ∀k ∈ K \ U ,

(5-8)

where U denotes the set of UEs selected in previous iterations. This process
repeats until we find n UEs or it terminates when adding a new UE no longer
improves the SR. The set of selected UEs is represented by Sn. Next, in an
iterative manner, we utilize an RDUS technique for more possible EU set
exploration. In this regard, in each iteration j, we identify a UE denoted as
kr(j) within the current set Sn(j) that under the worst-case channel conditions,
exhibits the least channel power. Consequently, it is identified as the weakest
link in terms of contributing to the SR. This is achieved through the solution
of robust optimization problems as follows:

kr(j) =argmin
k∈Sn(j)

(
max

g̃k

(
gH

k gk

))
subject to

β ≤ ∥g̃k∥2 ≤ β0, ∀k ∈ Sn(j).

(5-9)

This optimization ensures the identification of the UE that could adversely
affect the overall system performance under the worst estimation error. Next,
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we select a UE from the current set of the remaining UEs Kre(j), those UEs not
yet chosen in previous iterations, in a manner that is robust against imperfect
CSI via an optimization problem as follows:

ksu(j) =argmax
k∈Kre(j)

(
min

g̃k

(
gH

k gk

))
subject to

β ≤ ∥g̃k∥2 ≤ β0, ∀k ∈ Kre(j).

(5-10)

Note that Kre(1) = K \ Sn(1). Then, we replace kr(j) in the current UE set
by ksu(j), thereby obtaining the new UE set. Then, we can update the current
set of selected UEs and the current set of the remaining UEs in each iteration
as follows, respectively,

Sn(j) = (Sn(j − 1) \ kr(j − 1)) ∪ ksu(j − 1), (5-11)

Kre(j) = Kre(j − 1) \ ksu(j − 1). (5-12)
This iteration is repeated and continued until we achieve a sufficient number
of UE sets, allowing us to approximate the optimal set obtained through ex-
haustive search while substantially reducing computational complexity. Based
on the given descriptions, we can detail the proposed RC-ESG method in Al-
gorithm 8. This algorithm’s selection criterion ensures robust, near-optimal
convergence, with dynamic error bounds adapting to changing conditions. Its
stopping criterion prevents overfitting, leading to a stable local optimum with
reduced complexity, as validated by numerical results.

After obtaining the desired set based on the proposed RC-ESG algorithm,
we update the sum-rate expression in (4-4) with G̃a. The updated sum-rate
equation incorporates the expectation of RUC over G̃a, denoted as RUCG̃a

,
which accounts for the dependency of the sum-rate on specific realizations of
G̃a. Both Ĝa and G̃a are random variables. However, consistent with prior
references such as [19], Ĝa is treated as remaining constant within a coherence
interval and is independent across different coherence intervals. Conversely,
G̃a is treated as a stochastic variable reflecting the channel error. By modeling
G̃a as a stochastic variable, we calculate an achievable rate that accounts for
estimation errors, offering an upper bound on the sum-rate under imperfect
channel knowledge. Since the transmitter only has access to the estimated
channel Ĝa and not the unknown estimation error G̃a, it is both practical
and scientific to design the precoder Pa solely based on Ĝa. This aligns with
standard practice, as G̃a is uncorrelated and independent of Ĝa and cannot
be included in the design without knowledge of the true channel, which is
infeasible. Therefore, in our method, the precoder Pa is designed only based
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on Ĝa. Thus, the updated upper bound on the achievable sum-rate under
imperfect channel knowledge is given by:

SR = log2

(
det

[
RUCG̃a

+ IK

])
, (5-13)

where the expectation of RUC over G̃a is:

RUCG̃a
= ρfĜT

a PaPH
a Ĝ∗

a

(
RG̃a

)−1
, (5-14)

RG̃a
= EG̃a

[
ρfG̃T

a PaPH
a G̃∗

a

]
+ σ2

wIK . (5-15)
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Algorithm 8: RC-ESG Multiuser Scheduling Algorithm with
Worst-Case Scenario
1 Input: set K, thresholds β, β0, number of UEs n, system parameters
2 Output: scheduled UEs Sd

n

3 Initialize j = 1, l = 1
4 Adjust β, β0 based on initial system state
5 k1 = argmax

k∈K

(
ming̃k

(
gH

k gk

))
, s.t. β ≤ ∥g̃k∥2 ≤ β0, ∀k ∈ K

6 Denote k1 as U1 and the rate as SR(U1)
7 while l < n do
8 l = l + 1
9 Dynamically adjust β, β0 based on current system performance

10 kl = argmax
k∈(K\Ul−1)

(
ming̃k

(
gH

k gk

))
, s.t. β ≤ ∥g̃k∥2 ≤ β0

11 Set Ul = Ul−1 ∪ {kl} and denote the rate SR(Ul)
12 if SR(Ul) ≤ SR(Ul−1) then
13 Break, l = l − 1
14 end
15 end
16 for j = 1 to K − n + 1 do
17 if j = 1 then
18 Sn(j) = Ul

19 Kre(j) = K \ Sn(j)
20 else
21 Sn(j) = (Sn(j − 1) \ kr(j − 1)) ∪ ksu(j − 1)
22 Kre(j) = Kre(j − 1) \ ksu(j − 1)
23 end
24 Update β, β0 based on current system state

25 kr(j) = argmin
k∈Sn(j)

(
max

g̃k

(
gH

k gk

))
, s.t. β ≤ ∥g̃k∥2 ≤ β0, ∀k ∈ Sn(j)

26 ksu(j) = argmax
k∈Kre(j)

(
min

g̃k

(
gH

k gk

))
, s.t. β ≤ ∥g̃k∥2 ≤ β0, ∀k ∈ Kre(j)

27 Compute: SR(Sn(j))
28 end
29 Sd

n = argmax
Sn∈Sn(m)

{SR (Sn)}

Within this algorithm, the primary focus is on addressing the REOP
problems, exemplified by such a formulation as in (5-7)-(5-10). The analysis
and the proposed solutions to these types of problems are discussed in Section
5.3.
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5.2.2
Robust Power Allocation

Due to the computational cost and the difficulty to apply worst-case
optimization for power allocation with the MMSE precoder, as discussed in
Section 5.2.2.2, we devise an alternative approach based on the contribution
of the channel estimation matrix. Next, we adopt the worst-case optimization
strategy for a simpler precoder, i.e., ZF, which in this case offers a simpler
analysis. Accordingly, we propose RGDPA and WRGDPA robust power al-
location algorithms against the CSI errors which are used to determine the
power allocation matrix D. The proposed algorithms are based on gradient
descent techniques, which are robust and cost-effective.

5.2.2.1
RGDPA approach

When faced with imperfect CSI, the RGDPA algorithm incorporates
the channel estimation error and considers a robust optimization approach
as follows: min

d
E
[
ε | Ĝa

]
subject to

∥Wdiag (d)∥2 ≤ P

(5-16)

This approach accounts for the uncertainty in the channel estimation, because
by conditioning the expectation of the error ε on the estimated channel matrix
Ĝa, the optimization problem acknowledges the presence of estimation errors
leading to a power allocation strategy that is less sensitive to the inaccuracies
in the CSI, and hence, is more robust.

In this context, we first obtain the error equation. Using (5-3) and (5-5),
the error equation is expanded as

ε = xHx + wHw+

ρfxHdiag (d) WHĜ∗
aĜT

a Wdiag (d) x+

ρfxHPH
a G̃∗

aG̃T
a Pax−

√
ρfxHĜT

a Wdiag (d) x − √
ρfxHdiag (d) WHĜ∗

ax−
√

ρfxHG̃T
a Pax − √

ρfxHPH
a G̃∗

ax−

xHw − wHx + ρfxHdiag (d) WHĜ∗
aG̃T

a Pax+

ρfxHPH
a G̃∗

aĜT
a Wdiag (d) x+

√
ρfxHdiag (d) WHĜ∗

aw + √
ρfwHĜT

a Wdiag (d) x+
√

ρfwHG̃T
a Pax + √

ρfxHPH
a G̃∗

aw

(5-17)



Chapter 5. Robust Resource Allocation in CF-mMIMO Networks 89

Given that the trace operator retains a scalar unchanged, and employing the
property that Tr (A + B) = Tr (A) + Tr (B), where A and B are matrices of
the same dimensions, the error is reformulated as

ε = Tr
(
xHx

)
− Tr

(
xHw

)
− Tr

(
wHx

)
+ Tr

(
wHw

)
+

Tr
(
ρfxHdiag (d) WHĜ∗

aĜT
a Wdiag (d) x

)
+

Tr
(
ρfxHPH

a G̃∗
aG̃T

a Pax
)

−

Tr
(√

ρfxHĜT
a Wdiag (d) x

)
−

Tr
(√

ρfxHdiag (d) WHĜ∗
ax
)

−

Tr
(√

ρfxHG̃T
a Pax

)
− Tr

(√
ρfxHPH

a G̃∗
ax
)

+

Tr
(
ρfxHdiag (d) WHĜ∗

aG̃T
a Pax

)
+

Tr
(
ρfxHPH

a G̃∗
aĜT

a Wdiag (d) x
)

+

Tr
(√

ρfxHdiag (d) WHĜ∗
aw
)

+

Tr
(√

ρfwHĜT
a Wdiag (d) x

)
+

Tr
(√

ρfwHG̃T
a Pax

)
+ Tr

(√
ρfxHPH

a G̃∗
aw
)

.

(5-18)

where x ∼ CN (0, In) and w similarly follows w ∼ CN (0, σ2
wIn), and we con-

sider the elements of the error G̃a as zero-mean random variables. Moreover,
these elements are assumed to be mutually independent. Under these condi-
tions, the expectation of the error given Ĝa can be simplified as

E
[
ε | Ĝa

]
=n + nσ2

w+

Tr
(
ρfdiag (d) WHĜ∗

aĜT
a Wdiag (d)

)
+

Tr
(
ρfEG̃a

[
PH

a G̃∗
aG̃T

a Pa

])
−

Tr
(√

ρfĜT
a Wdiag (d)

)
−

Tr
(√

ρfdiag (d) WHĜ∗
a

)
(5-19)

Accordingly, we first compute the derivative of the conditional error expecta-
tion with respect to the power allocation matrix. By employing ∂Tr(AB)

∂A = B⊙I,
where A is a diagonal matrix and ⊙ is the Hadamard product [55], and the
cyclic property of the trace operator, the first derivative of the objective func-
tion with respect to the power allocation factors is given by

∂E
[
ε | Ĝa

]
∂d

=2ρf

(
WHĜ∗

aĜT
a Wdiag (d)

)
⊙ I−

2√
ρfRe

{
WHĜ∗

a ⊙ I
} (5-20)

Thus, as will be analyzed in Section 5.3.2, we consider the conditional error
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expectation convex with respect to the power allocation matrix. Hence, we can
use a gradient descent technique to solve the conditional MSE minimization
with respect to the power allocation factors. Consequently, we update the
power allocation coefficient in an iterative manner as follows:

d (i) = d (i − 1) − λ
∂E

[
ε | Ĝa

]
∂d

∣∣∣∣∣
d=d(i−1)

(5-21)

where i is the iteration index, and λ is the positive step size and ∂E[ε|Ĝa]
∂d

is obtained as in (5-20). In order for the transmit power constraint to be
satisfied as ∥Wdiag (d)∥2 = ∥Pa∥2 ≤ P , after the iterations, we scale the
power allocation coefficients as using the power scaling factor given by

η =

√√√√ Tr (PaPH
a )

Tr (Wdiag (d.d) WH) (5-22)

A summary of the proposed RGDPA algorithm is presented in Algorithm 9.
Algorithm 9: Proposed RGDPA Power Allocation
1 Input: Ga, Pa, W, λ, d(1), ID

2 for i = 2 to ID do
3

∂E
[
ε | Ĝa

]
∂d

= 2ρf

(
WHĜ∗

aĜT
a Wdiag (d)

)
⊙I−2√

ρfℜ
{
WHĜ∗

a ⊙ I
}

d (i) = d (i − 1) − λ
∂E

[
ε | Ĝa

]
∂d

∣∣∣∣∣
d=d(i−1)

4 end
5 dd = d (ID)
6 if Tr

(
Wdiag (dd.dd) WH

)
̸= Tr

(
PaPH

a

)
then

7 η =
√

Tr(PaPH
a )

Tr(Wdiag(dd.dd)WH)

8 dd = ηdd

9 end

Note that when the error expectation is not conditioned, it gives rise
to the gradient descent power allocation (GDPA) algorithm. In this case, we
use the error equation in (5-18), where x is assumed to follow a CN (0, In)
distribution, w follows a CN (0, σ2

wIn) distribution, and both Ĝa and G̃a

are treated as zero-mean random variables. Furthermore, all these elements
are considered to be mutually independent. Thus, the error expectation is
expressed by
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E [ε] =n + nσ2
w + Tr

(
ρfEG̃a

[
PH

a G̃∗
aG̃T

a Pa

])
+

Tr
(
ρfdiag (d) WHĜ∗

aĜT
a Wdiag (d)

) (5-23)

Hence, we can obtain the first derivative of the error expectation with respect
to the power allocation factors as follows:

∂E [ε]
∂d

=2ρf

(
WHĜ∗

aĜT
a Wdiag (d)

)
⊙ I (5-24)

Accordingly, the GDPA algorithm is a special case of Algorithm 9, where the
power allocation factors are updated in each iteration using ∂E[ε]

∂d as obtained
in (5-24). The convexity of the conditional error expectation ensures that the
GDPA algorithm converges to a global minimum, while the normalization step
enforces the power constraint.

5.2.2.2
WRGDPA approach

In order to make the optimization problem given in (5-4) robust against
imperfect CSI, a promising alternative is to define the worst-case robust
optimization problem as follows:

min
d

max
G̃a

E [ε]

subject to

∥Wdiag (d)∥2 ≤ P,

β1 ≤
∥∥∥G̃a

∥∥∥2
≤ β2.

(5-25)

In the optimization problem described in (5-25), the error expectation E [ε]
is derived as (5-23) as described in Section 5.2.2.1. Based on the analysis in
Section 5.3.3, in the objective function in (5-25), in order to obtain robustness
against imperfect CSI, the CSI imperfection level parameter α should be
optimized. Hence, for convexity analysis of the objective function with respect
to CSI imperfection level α, we consider the following definitions:

G̃a =
√

αṼ, Ṽmk =
√

βmkh̃mk (5-26)

Ĝa =
√

(1 − α)V, Vmk =
√

βmkhmk (5-27)
Thus, we rewrite (5-23) as

E [ε] =n + nσ2
w+

Tr
(
ρf (1 − α) diag (d) WHV∗VT Wdiag (d)

)
+

Tr
(
ρfαEṼ

[
PH

a Ṽ∗ṼT Pa

]) (5-28)
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We consider Pa as the linear MMSE precoder given by

Pa = ηL−1GH
a FH (5-29)

where
η =

√
P

Tr (L−2GH
a FHCxFGa) , (5-30)

L = GH
a FHFGa +

Tr
(
FCwFH

)
P

In, (5-31)
and F is a linear equalizer matrix which we consider as F = In, In ∈ Cn×n is
the identity matrix, Cx = In is the signal covariance matrix, and Cw = σ2

wIn

is the noise covariance matrix. Based on the given equations and expressions,
the application of the MMSE linear precoder leads to intricate equations using
the derivative rules, posing challenges for mathematical tractability regarding
the first and the second derivatives of (5-28) with respect to α. Therefore, in
order to be able to perform the worst-case optimization analysis, we employ a
linear ZF precoder.

In this regard, the ZF precoder is described by

Pa = (GH
a Ga)−1GH

a . (5-32)

Using Equations (5-26) and (5-27), we can rewrite Pa as

Pa = (H)−1 Q, (5-33)

where

H =(1 − α)VHV +
√

α(1 − α)VHṼ

+
√

α(1 − α)ṼHV + αṼHṼ,
(5-34)

Q =
√

αṼH +
√

(1 − α)VH . (5-35)
Calculating the first derivatives of H and Q with respect to α, we obtain the
following equations:

Hd1 = dH
dα

= − VHV + 1 − 2α

2
√

α (1 − α)
VHṼ

+ 1 − 2α

2
√

α (1 − α)
ṼHV + ṼHṼ,

(5-36)

Qd1 = dQ
dα

= 1
2
√

α
ṼH − 1

2
√

(1 − α)
VH . (5-37)

To obtain the first derivative of the objective function E [ε] given in (5-28) with
respect to α, we use the chain rule for derivatives and ∂A−1

∂x
= −A−1 ∂A

∂x
A−1

where A is a matrix and x is a scalar [55], and we take the derivative of Pa as



Chapter 5. Robust Resource Allocation in CF-mMIMO Networks 93

Pad1 = ∂Pa

∂α
= −H−1Hd1H−1Q + H−1Qd1 (5-38)

Consequently, we obtain the first derivative of the objective function with
respect to α as follows:

∂E [ε]
∂α

=Tr
(
ρfEṼ

[
PH

a Ṽ∗ṼT Pa

])
+

Tr
(
ρfαEṼ

[
PH

ad1Ṽ∗ṼT Pa

])
+

Tr
(
ρfαEṼ

[
PH

a Ṽ∗ṼT Pad1
])

−

Tr
(
ρfdiag (d) WHV∗VT Wdiag (d)

)
(5-39)

For the second derivative of the objective function with respect to α, we obtain
derivatives of Hd1, Qd1 and Pad1 as follows:

Hd2 = ∂Hd1

∂α
= −1

4α (1 − α)
√

α (1 − α)

(
VHṼ + ṼHV

)
, (5-40)

Qd2 = ∂Qd1

∂α
= − 1

4
√

α3
ṼH − 1

4
√

(1 − α)3
VH , (5-41)

Pad2 = ∂Pad1

∂α
= − Hd1Hd1H−1Q − HHd2H−1Q

+ HHd1HHd1H−1H−1Q

− HHd1H−1Qd1 − HHd1H−1Qd1

+ H−1Qd2.

(5-42)

Note that Hd1 is a square matrix. Accordingly, the second derivative of E [ε]
with respect to α could be written as

∂2E [ε]
∂α2 =Tr

(
ρfEṼ

[
PH

ad1Ṽ∗ṼT Pa

])
+Tr

(
ρfEṼ

[
PH

a Ṽ∗ṼT Pad1
])

+

Tr
(
ρfEṼ

[
PH

ad1Ṽ∗ṼT Pa

])
+Tr

(
ρfαEṼ

[
PH

ad2Ṽ∗ṼT Pa

])
+

Tr
(
ρfαEṼ

[
PH

ad1Ṽ∗ṼT Pad1
])

+Tr
(
ρfEṼ

[
PH

a Ṽ∗ṼT Pad1
])

+

Tr
(
ρfαEṼ

[
PH

ad1Ṽ∗ṼT Pad1
])

+Tr
(
ρfαEṼ

[
PH

a Ṽ∗ṼT Pad2
])

.

(5-43)

Now, in order to solve the maximization over channel estimation error in the
optimization problem in (5-25), since we aim to solve the problem with respect
to α, we resort to:

- ∂2E[ε]
∂α2 > 0: In this case, since E [ε] is convex with respect to α, any local

extremum (minimum or maximum) within the feasible region is also a
global extremum. For maximization problems with a convex objective,
the global maximum occurs at the boundary of the feasible region. This
concept is illustrated in Fig. 5.2, where the convex function f (x) is
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Figure 5.2: Boundary extremum illustration, convex case

examined within the interval x1 ≤ x ≤ x2, revealing that its maximum
value occurs precisely at the endpoint x2. Thus, the maximum of the
objective function will occur at the boundary of the feasible set and the
desired α is given as follows:

α =



β1
∥Ṽ∥2 , if E [ε]

∣∣∣∣∣
α= β1

∥Ṽ∥2

> E [ε]
∣∣∣∣∣
α= β2

∥Ṽ∥2

β2
∥Ṽ∥2 , if E [ε]

∣∣∣∣∣
α= β2

∥Ṽ∥2

> E [ε]
∣∣∣∣∣
α= β1

∥Ṽ∥2

(5-44)

- ∂2E[ε]
∂α2 < 0: In this case, E [ε] is concave with respect to α. Thus we use

a gradient ascent technique to find the desired α which maximizes the
objective E [ε]. In this regard, the imperfection parameter is updated as

α (t) = α (t − 1) + γ
∂E [ε]

∂α

∣∣∣∣∣
α=α(t−1)

(5-45)

where t is the iteration index, γ is the positive step size and ∂E[ε]
∂α

is
obtained using (5-39). After obtaining the desired channel estimation
error parameter as αd, if the feasible set is not met, the following update
is done to make sure that it lies in the feasible set β1 ≤

∥∥∥G̃a

∥∥∥2
≤ β2:

αd =


β1

∥Ṽ∥2 , if α < β1
∥Ṽ∥2

β2
∥Ṽ∥2 , if α > β2

∥Ṽ∥2

(5-46)

Next, we should solve the minimization of the MSE over the power loading
matrix D. We first investigate the convexity of E [ε] given in (5-23). Thus, we
derive the first derivative with respect to d as (5-24). However, as Equations (5-
20) and (5-24) are the same with respect to the power allocation factors d, the
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convexity analysis of the error expectation over d is the same as the described
analysis in Section 5.3.2. Thus, we conclude that the objective E [ε] is convex
with respect to the power allocation factors. Therefore, in order to obtain the
MSE minimization solution with respect to the power allocation factors, we use
the same gradient descent technique developed in Section 5.2.2.1, while ∂E[ε]

∂d is
calculated using Equation (5-24) to update the power allocation coefficients.

We can now summarize the proposed worst-case robust gradient descent
power allocation (WRGDPA) algorithm in Algorithm 10, where IG and ID

show the numbers of iterations in the iterative maximization and iterative
minimization in the solution to the problem in (5-25), respectively. The
WRGDPA algorithm ensures optimality by identifying the worst-case α based
on convexity and then minimizing the error over d using gradient descent,
while enforcing power constraints.
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Algorithm 10: Proposed WRGDPA Power Allocation
1 Input: Ga, Pa, W, Ṽ, V, λ, γ, β1, β2, ID, IG, α(1), d(1)
2 Calculate ∂E[ε]

∂α
using Eq. (5-39) and ∂2E[ε]

∂α2 as Eq. (5-43)
3 if ∂2E[ε]

∂α2 > 0 then
4 Derive α as Eq. (5-44)
5 G̃a =

√
αṼ

6 Ĝa =
√

1 − αV
7 else
8 for t = 2 to IG do

9 α(t) = α(t − 1) + γ ∂E[ε]
∂α

∣∣∣∣∣
α=α(t−1)

10 end
11 αd = α(IG)
12 if αd < β1

∥Ṽ∥2 then
13 αd = β1

∥Ṽ∥2

14 else if αd > β2
∥Ṽ∥2 then

15 αd = β2
∥Ṽ∥2

16 G̃a = √
αdṼ

17 Ĝa =
√

1 − αdV
18 end
19 for i = 2 to ID do
20 ∂E(ε)

∂d = 2ρf

(
WHĜ∗

aĜT
a Wdiag (d(i − 1))

)
⊙ I

21 d(i) = d(i − 1) − λ∂E(ε)
∂d

∣∣∣∣∣
d=d(i−1)

22 end
23 dd = d(ID)
24 if Tr

(
Wdiag (dd.dd) WH

)
̸= Tr

(
PaPH

a

)
then

25 η =
√

Tr(PaPH
a )

Tr(Wdiag(dd.dd)WH)

26 dd = ηdd

27 end

5.3
Analysis

This section presents an analysis of convexity and introduces solutions
for the REOP problems ((5-7) - (5-10)) in Algorithm 8. It then examines the
convexity of the objective function of the robust power allocation problem in
(5-16), and the convexity analysis of the error expectation with respect to the
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channel estimation error G̃a. An analysis of complexity of the proposed and
existing approaches are provided.

5.3.1
Analysis and Proposed Solutions to REOP Problems

5.3.1.1
Convexity analysis of the objective function J with respect to the channel
estimation error

For user k, the channel from AP m is denoted as gmk as specified in (5-1).
Consequently, the channel vector for user k is defined as follows:

gk = [g1k, · · · , gMk]T , (5-47)

where gk contains the channel coefficients from all M APs to user k. Using
(5-1), we rewrite gk as follows:

gk = ĝk + g̃k, (5-48)

where ĝk is the channel estimation vector and g̃k is the channel estimation
error vector for UE k.

Next, we rewrite the objective function J :

J =gH
k gk = ĝH

k ĝk + ĝH
k g̃k + g̃H

k ĝk + g̃H
k g̃k =

ĝH
k ĝk + 2 Re

(
ĝH

k g̃k

)
+ g̃H

k g̃k.
(5-49)

Given that J is scalar, it can be equated to its trace. Consequently, to compute
the first derivative of J with respect to g̃k, we employ the following equation
[55]:

df (z)
dz

= 1
2

(
∂f (z)

∂ Re (z) − j
∂f (z)

∂ Im (z)

)
, (5-50)

where z is a complex variable, Re (.) and Im (.) are the real and imaginary
parts, respectively, and j is the imaginary unit. The vector differentiation rule
is then adopted [56]:

∂a
∂b

=


∂a1
∂b1

· · · ∂am

∂b1... . . . ...
∂a1
∂bn

· · · ∂am

∂bn

 , (5-51)

where a is an m-element vector, and b is an n-element vector. Consequently,
we deduce that

∂a

∂b
=


∂a
∂b1...
∂a
∂bn

 , (5-52)

where a is a scalar. As such, ∂ĝH
k ĝk

∂g̃k
= 0, and by applying (5-50) and (5-52), it

can be demonstrated that
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∂
(
2 Re

(
ĝH

k g̃k

))
∂g̃k

= ĝH
k . (5-53)

Moreover, by invoking ∂xHx
∂x = xH , as per [57], we obtain

∂
(
g̃H

k g̃k

)
∂g̃k

= g̃H
k . (5-54)

Therefore, the first derivative of the objective function in relation to g̃k is
∂J

∂g̃k

= ĝH
k + g̃H

k . (5-55)

Upon computing the second derivative in respect to g̃k and considering 0 as
the zero matrix, we have

∂2J

∂g̃2
k

= 0, (5-56)

indicating that the objective function is affine with respect to g̃k. This assertion
holds true even when the derivative is taken with respect to ĝk. Furthermore,
for calculation of the derivative of the objective with respect to the small scale
fading error vector h̃k =

[
h̃1k, · · · , h̃Mk

]T
, we write the objective function as

follows:
J =

M∑
m=1

gmkg∗
mk =

M∑
m=1

βmkfmk, (5-57)

fmk =
[
(1 − α)hmkh∗

mk + αh̃mkh̃∗
mk+√

α(1 − α)(hmkh̃∗
mk + h∗

mkh̃mk)
] (5-58)

Using Equation (5-50), we obtain

∂fmk

∂h̃mk

= αh̃∗
mk +

√
α(1 − α)h∗

mk (5-59)

Thus, the first derivative with respect to h̃mk is given as follows:

∂J

∂h̃k

=


β1k

(
αh̃∗

1k +
√

α(1 − α)h∗
1k

)
...

βMk

(
αh̃∗

Mk +
√

α(1 − α)h∗
Mk

)
 (5-60)

Since ∂2fmk

∂h̃2
mk

= 0, the second derivative is obtained as

∂2J

∂h̃2
k

= 0, (5-61)

which shows that the objective function is also affine with respect to h̃k. Thus,
in order to obtain robustness against imperfect CSI, the CSI imperfection level
parameter should be optimized.
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5.3.1.2
Convexity analysis of the objective function with respect to CSI imper-
fection parameter

Here, we once more examine the objective function in terms of α as
follows:

J =
M∑

m=1
|gmk|2 =

M∑
m=1

βmkfmk (α) , (5-62)

where

fmk (α) =(1 − α)|hmk|2 + α|h̃mk|2+√
α(1 − α)(hmkh̃∗

mk + h∗
mkh̃mk) =

(1 − α)|hmk|2 + α|h̃mk|2+√
α(1 − α)2Re{hmkh̃∗

mk}.

(5-63)

Taking the first derivative with respect to α, we obtain

∂fmk (α)
∂α

= − |hmk|2 + |h̃mk|2+
1 − 2α√
a (1 − α)

2Re{hmkh̃∗
mk}.

(5-64)

Thus, the second derivative with respect to α is obtained as

∂2fmk (α)
∂α2 = −Re{hmkh̃∗

mk}
α (1 − α)

√
α (1 − α)

. (5-65)

Accordingly, we obtain
∂J

∂α
=

M∑
m=1

βmkqmk (α) , (5-66)

where qmk (α) is given as

qmk (α) = −|hmk|2 + |h̃mk|2 + 1 − 2α√
a (1 − α)

2Re{hmkh̃∗
mk}. (5-67)

Following that, the second derivative of the objective function with respect to
α is

∂2J

∂α2 = −
M∑

m=1
βmk

Re{hmkh̃∗
mk}

α (1 − α)
√

α (1 − α)
= r (α) . (5-68)

To discuss the convexity of the function J , we need to consider the sign of
the second derivative of the function fmk (α). Given that hmk and h̃mk are
independent Gaussian random variables representing small-scale fading, their
product hmkh̃∗

mk and consequently its real part, Re{hmkh̃∗
mk}, are also random.

This randomness affects the sign of the second derivative and, therefore, the
convexity of J . The denominator α(1 − α)

√
α(1 − α) is always positive for

α ∈ (0, 1), as it represents a product and square root of positive terms within
this interval. The sign of the numerator, −Re{hmkh̃∗

mk}, depends on the real
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part of the product of the random variables which could be positive or negative.

5.3.1.3
Problem Solution

- Case 1, r (α) > 0:

In this case, the objective function J would be convex for all α ∈ (0, 1).

– Max-min problems: For solution of the max-min problems such as
what we have in (5-7) and (5-10), where J is the objective function
defined as (5-62), we utilize a gradient descent technique where the
channel estimation error parameter α is updated as

α (i) = α (i − 1) − µ
∂J

∂α

∣∣∣∣∣
α=α(i−1)

, (5-69)

where i is the iteration index, µ is the positive step size and ∂J
∂α

is
obtained using (5-66). Next, we will project the result to the feasible
region defined by β ≤ ∥g̃k∥2 ≤ β0 such that if the constraint is not
satisfied, α is updated. In order to update α, we first rewrite g̃k in
(5-48) as

g̃k =
√

α
[√

β1kh̃1k, · · · ,
√

βMkh̃Mk

]T

=
√

αΓk. (5-70)

Then, α is updated as

α (i) =


β

∥Γk∥2 , if α < β
∥Γk∥2

β0
∥Γk∥2 , if α > β0

∥Γk∥2

(5-71)

After finding the given α and calculation of the objective function
for every UE, the UE for which the objective function is maximized
is selected as the solution to (5-7) or (5-10).

– Min-max problems: In order to solve the min-max problems such as
what we have in (5-9), using the objective function given in (5-62)
is convex, similar to the explanations in Section 5.2.2.2, we evaluate
the objective function at the constraint boundaries ∥g̃k∥2 = β and
∥g̃k∥2 = β0. Thus, α is obtained by

α =



β
∥Γk∥2 , if J

∣∣∣∣∣
α= β

∥Γk∥2

> J

∣∣∣∣∣
α= β0

∥Γk∥2

β0
∥Γk∥2 , if J

∣∣∣∣∣
α= β0

∥Γk∥2

> J

∣∣∣∣∣
α= β

∥Γk∥2

(5-72)
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Figure 5.3: Boundary extremum illustration, concave case.

After finding α for UEs in the set Sn(j), we select the UE which
minimizes the objective function as the solution to (5-9).

- Case 2, r (α) < 0:

In this case, the objective J is concave for all α ∈ (0, 1).

– Max-min problems: To solve the minimization in the problems
such as (5-7) and (5-10), since the objective if concave, the global
minimum will occur at the boundary of the feasible region as shown
in Fig. 5.3, where the concave function f (x) is examined within the
interval x1 ≤ x ≤ x2, and its minimum value occurs precisely at the
endpoint x1. Thus, desired α is obtained as

α =



β
∥Γk∥2 , if J

∣∣∣∣∣
α= β

∥Γk∥2

< J

∣∣∣∣∣
α= β0

∥Γk∥2

β0
∥Γk∥2 , if J

∣∣∣∣∣
α= β0

∥Γk∥2

< J

∣∣∣∣∣
α= β

∥Γk∥2

(5-73)

Given α for every UE, the one with highest objective is the desired
UE.

– Min-max problems: To solve the maximization in the problems such
as (5-9), we use a gradient ascent technique in which the channel
estimation error parameter is updated using the following equaition,

α (j) = α (j − 1) + η
∂J

∂α

∣∣∣∣∣
α=α(j−1)

, (5-74)

where j is the iteration index, η is the positive step size and ∂J
∂α

is
obtained using (5-66). Subsequently, if the obtained parameter does
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not satisfy the constraint β ≤ ∥g̃k∥2 ≤ β0, we will project the result
to the feasible region using the same method as in (5-71).
After obtaining α for every UE in the given set of UEs, the UE
with the smallest objective J is selected as the solution to min-max
problems.

5.3.2
Convexity Analysis of the Conditioned Error Expectation

For convexity analysis of the objective function with respect to
the power allocation factors, in (5-19), the first derivative is ob-
tained as (5-20) as described in Section 5.2.2.1. To take the sec-
ond derivative with respect to d, the only focus is on the term
2ρf

(
WHĜ∗

aĜT
a Wdiag (d)

)
⊙ I which includes the power allocation

matrix. Since WHĜ∗
aĜT

a W is positive semi-definite and elements of
d are positive, we can consider the WHĜ∗

aĜT
a Wdiag (d) as positive

semi-definite. Equation (5-20) keeps the main diagonal of a positive
semi-definite matrix which are non-negative. In matrix derivative
rules, the derivative of a matrix with respect to a matrix as dA

dB , we
should calculate derivative of A with respect to every element of
B each one results in a matrix. Thus, if we take the second deriva-
tive of the objective function with respect to D, it will result in
a set of n matrices. Using (5-50) shows that each matrix will be
a matrix with one non-negative element on the main diagonal and
other element are zero which is also positive semi-definite. Thus, we
conclude that the objective E

[
ε | Ĝa

]
is convex with respect to the

power allocation matrix.

5.3.3
Analysis of the error with respect to G̃a

Since E[ϵ] as given in (5-23) incorporates the expectation EG̃a
over

the channel estimation errors, the objective function no longer
explicitly depends on the instantaneous realization of G̃a. As a
result, any derivatives of the expected objective E[ϵ] with respect
to G̃a become zero, i.e., ∂E[ϵ]

∂G̃a
= 0, and thus there is no direct

way to optimize E[ϵ] with respect to G̃a. Therefore, to address
imperfect CSI, we introduce and optimize the parameter α, treating
it as a deterministic design variable that can be tuned to improve
performance under channel uncertainty.
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5.3.4
Computational complexity

For complexity comparison of the C-ESG and RC-ESG, we note
that for calculation of the gH

k gk of all UEs, the required complex-
ity is of order O(KNL). For sum-rate calculation, considering the
matrix inversion based on Equation (4-4), we consider the com-
plexity of order O((NL)3), and considering scheduled UEs, we need
O (n(NL)3) calculations. Thus, for C-ESG, the complexity is of or-
der O

(
n (NL)3

)
+ O (KNL). For RC-ESG, considering IR itera-

tions in solution of the REOP optimization problems and the same
complexity for sum-rate expressions, the complexity is of the order
O((NL)3) + O(IRKNL). Depending on the number of iterations
IR, the complexity of the RC-ESG, is larger than C-ESG due to
the inclusion of channel estimation errors and worst-case scenario
optimization. For GDPA and RGDPA algorithms, the complexities
are of orders O(4(NL)2nID) and O(3(NL)2nID), respectively. The
additional complexity in the RGDPA algorithm arises from comput-
ing the extra term specified in (5-20), as compared to (5-24). About
WRGDPA, calculation of (5-43) imposes the complexity of order
O(24(NL)2n). Next, we need O(9(NL)2nIG) calculations to obtain
the desired α using (5-39), and O(3(NL)2nID) calculations to obtain
desired power allocation factors. Thus, WRGDPA is with the com-
plexity of order O(24(NL )2n) + O(9(NL)2nIG) + O(3(NL)2nID).

5.4
Simulation Results

In this section, we consider a user centric cell-free network including
L = 16 APs each equipped with N = 4 antennas, K = 32 UEs, and we use the
C-ESG multiuser scheduling technique to select n = 16 UEs. The network area,
path loss and shadowing parameters are based on the network used in Section
4.4. We consider the systems with perfect CSI and imperfect CSI with a levels
of CSI uncertainty. In all cases of the robust resource allocation, we set the
channel estimation error power bounds (including β, β0, β1 and β2) such that a
range of 0.05 ≤ α ≤ 0.3 is resulted for imperfect channel factor. It is important
to highlight that this interval is determined to ensure the channel remains
within a balanced range - neither deviating significantly towards an unreliable
state nor approaching too closely to an ideal, perfect channel. In all simulation
results, the sum-rate is averaged over multiple independent channel realizations
to mitigate the randomness and ensure reliable performance evaluation.
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Figure 5.4: Comparison of the C-ESG multiuser scheduling in perfect CSI and
imperfect CSI UCCF networks and the RC-ESG for MMSE precoder and EPL
power loading, when α = 0.15 for imperfect CSI case, L = 16, N = 4, K = 32
and n = 16.

Subsequently, the robust multiuser scheduling approach we propose is
implemented. To compare the performance of C-ESG under perfect CSI (PCSI)
and imperfect CSI (ICSI), as well as RC-ESG with EPL, we set α = 0.15 for
the ICSI network, and the results are as shown in Fig. 5.4. It is evident that
RC-ESG surpasses C-ESG in the context of ICSI, aaproaching the performance
seen in networks with PCSI. Quantitatively, the RC-ESG improves the sum-
rate by approximately 10%-20% across different SNR levels, highlighting its
robustness in handling imperfect CSI.

In Fig. 5.5, we have compared the proposed GDPA and RGDPA power
allocation algorithms where we used the C-ESG user scheduling algorithm. It
is evident that RGDPA provides better performance, with a sum-rate increase
of 15%-25% compared to GDPA under ICSI, and approaches the performance
of PCSI. The uncertainty level was set to α = 0.15 for ICSI.

In solution of the worst-case robust power allocation Equation (5-25),
for maximization of the objective function with respect to the CSI error, equal
power loading has been considered. After simulation of the second derivative
with respect to α, we found out that it is always negative (∂2E[ε]

∂α2 < 0) for the
given range. Accordingly, in Fig. 5.6, considering ZF precoder for the given
network and after user scheduling using C-ESG, the proposed WRGDPA and
RGDPA power allocation techniques are compared with the GDPA power
allocation for both PCSI and ICSI cases when the imperfection CSI factor
α = 0.15 is considered in ICSI. As we can see, the proposed WRGDPA
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Figure 5.5: Comparison of the RGDPA power allocation, GDPA with ICSI and
GDPA with PSCI, when α = 0.15 for imperfect CSI case, L = 16, N = 4, K = 32,
n = 16 and MMSE precoder.

and RGDPA has significantly outperformed the GDPA with ICSI and has
approached the PCSI case. As comparison of the WRGDPA and RGDPA,
RGDPA has shown a better performance for lower SNRs. However, as SNR
increases, WRGDPA outperforms RGDPA.

In Fig. 5.7, we combined RC-ESG with RGDPA to assess the perfor-
mance of the proposed robust resource allocation techniques. In this case, the
imperfection level for the ICSI scenario has been reduced from α = 0.15 to
α = 0.1. This adjustment demonstrates the effect of reduced CSI imperfection
on the performance of the proposed resource allocation techniques. The results
show that even with different levels of imperfection, the proposed techniques
consistently yield a sum-rate improvement of up to 20% compared to existing
approaches under ICSI, further validating the effectiveness of the proposed
techniques.

5.5
Summary

In this chapter, we used the sum-rate expression for the downlink of
a UCCF network under conditions of imperfect CSI and introduced a ro-
bust resource allocation framework designed to significantly enhance network
performance. Our approach encompasses a robust user scheduling algorithm
grounded in worst-case optimization techniques and two distinct power allo-
cation strategies: One according to the worst-case robust optimization and
another based on conditional MSE minimization. These approaches have been
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analyzed analytically and their effectiveness is demonstrated through simula-
tion results, which show a sum-rate improvement of up to 30% under various
SNR levels and CSI conditions, approaching the performance of systems with
perfect CSI. These findings confirm that our proposed framework effectively
mitigates the adverse effects of imperfect CSI and leads to substantial enhance-
ments in network performance.



6
Conclusions and Future Works

This thesis has investigated various aspects of resource allocation, includ-
ing precoding, multiuser scheduling, and power allocation techniques within
cellular, CF and CLCF massive MIMO networks. It has also examined UCCF
networks, focusing on AP selection techniques and robust resource alloca-
tion strategies in such networks. Through both mathematical evaluations and
simulation-based studies, the computational costs and signaling loads of the ex-
plored and proposed methodologies have been quantified. Moreover, the merits
and limitations of these investigated approaches have been thoroughly scruti-
nized and documented. The main conclusions of this thesis can be summarized
as follows:

- The deployment of the enhanced greedy algorithm, an extension of the
search procedure for optimal UE set identification, has shown efficacy
in both cell-free and multicell MIMO systems. This effectiveness is
magnified when paired with linear MMSE and ZF precoders, thus leading
to significant performance advancements.

⋆ The sum-rate criterion employed by the proposed algorithm out-
strips the performance of the channel-correlation criterion. However,
this superior performance comes with a slight increase in computa-
tional complexity.

⋆ The performance of the proposed method has been investigated
under both perfect and imperfect CSI conditions.

- We investigated the C-ESG multiuser scheduling algorithm and assessed
its effectiveness across different scenarios. When applied to both network-
wide and clustered CF systems, the C-ESG algorithm exhibited substan-
tial performance improvements over competing techniques.

⋆ When the C-ESG algorithm is employed alongside network cluster-
ing, the computational cost and signaling load are greatly reduced.
This demonstrates that network clustering can be a vital element
in efficient system design.
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- The development of an SMSPA resource allocation technique for down-
link CLCF massive MIMO networks is another major accomplishment.
This technique integrates the C-ESG multiuser scheduling algorithm and
a power allocation algorithm based on the GD and GA methods.

⋆ Simulation results confirm that MMSE precoders outdo ZF pre-
coders in performance when used with the GD power allocation
technique. Furthermore, the SMSPA technique significantly en-
hances sum-rates, even under imperfect CSI conditions.

- We developed and assessed the F-Gr resource allocation algorithm across
CF and UCCF networks using BSR and LSF criteria for AP clustering.

⋆ The F-Gr algorithm notably improves performance in UCCF net-
works compared to those using LSF.

⋆ UCCF networks, particularly those utilizing BSR, prove to be scal-
able and efficient, making them suitable for high-density network
environments.

- Another accomplishment is the introduction of a robust resource alloca-
tion framework designed to significantly enhance network performance
for the downlink of UCCF networks under conditions of imperfect CSI,
which are often encountered in wireless networks.

⋆ A robust user scheduling algorithm grounded in worst-case opti-
mization techniques and two distinct power allocation strategies,
one adhering to worst-case robust optimization and the other cen-
tered on conditional MSE minimization were investigated.

⋆ Through thorough analysis and simulation, we demonstrated the
effectiveness of these methodologies in enhancing the robustness
and efficiency of UCCF networks against CSI uncertainties.

⋆ The results confirm that the proposed framework not only mitigates
the adverse effects of imperfect CSI but also leads to substantial
improvements in overall network performance.

Suggestions for future works include:

1. To assess the impact of different channel estimation error models on the
proposed robust resource allocation framework to identify potential areas
for refinement and enhancement.
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2. To investigate the integration of robust precoding techniques specifically
designed to handle imperfect CSI at the transmitter, which could further
enhance system performance in practical scenarios.

3. To develop and evaluate machine learning-based approaches for resource
allocation, encompassing precoding, user scheduling, and power alloca-
tion, to optimize system performance and reduce computational com-
plexity.

4. To investigate the application of machine learning techniques for AP se-
lection in UCCF networks to improve network efficiency and adaptability
in dynamic environments.
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