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Abstract

Lago, Antonio Weiller Corrêa do; Paula, Igor Braga de (Advisor); Ayala,
Helon Vicente Hultmann (Co-Advisor). Nonlinear Identification of
a Flexible Joint Robotic Actuator Using Proprioceptive and
Video Data. Rio de Janeiro, 2024. 80p. – Departament of Mechanical
Engineering, Pontifical Catholic University of Rio de Janeiro.

In the context of human interactive robotics, there is a growing interest in
Series Elastic Actuators (SEA), driven by the critical need to ensure safety and
functionality. Moreover, a precise model is required to obtain optimal control.
However, the inherent nonlinearities of those actuators, such as friction, gear
backlash, and noise, greatly increase the challenge of controlling and modeling
such devices. Furthermore, a compliant element adds a new nonlinearity,
making the modeling task more challenging. Aiming to tackle these issues, this
work proposes extensive system identification to obtain mathematical models
characterizing the dynamics of an original low-cost elastomer-based SEA. The
proposed methodologies investigate different characteristics of the system. The
first focuses on modeling the elastic joint’s nonlinearities through a hybrid
model. The second contribution aims to examine the accuracy of physics-
informed neural networks for gray-box identification of friction parameters.
Lastly, a framework to obtain the states of the assembly using video is
proposed. From these estimations, a gray-box identification using video is
proposed. All three studies use the data from the actuator assembly. The first
two contributions obtained important results indicating the efficiency of the
proposed methodologies. The third contribution showed the potential of the
novel video-based identification approach.

Keywords
Computer Vision; Machine Learning; Robotic actuator; Series Elastic

Actuator; System Identification.



Resumo

Lago, Antonio Weiller Corrêa do; Paula, Igor Braga de; Ayala, Helon
Vicente Hultmann. Identificação Não Linear de um Atuador Ro-
bótico com Junta Flexível Usando Dados Proprioceptivos e de
Vídeo. Rio de Janeiro, 2024. 80p. Dissertação de Mestrado – Departa-
mento de Engenharia Mecânica, Pontifícia Universidade Católica do Rio
de Janeiro.

No contexto de robos colaborativos, há um crescente interesse em Atua-
dores Elásticos em Série impulsionado pela necessidade de garantir segurança
e funcionalidade. No entanto, as não linearidades inerentes a esses atuadores,
como atrito, folga nas engrenagens e ruído, aumentam significativamente o de-
safio de controlar e modelar tais dispositivos. Além disso, um elemento elástico
adiciona uma nova não linearidade. Visando essas características, este trabalho
propõe um extenso trabalho de identificação do sistema para obter um mo-
delo para um atuador elástico em série baseado em elastômero de baixo custo
e original. As metodologias propostas investigam diferentes características do
sistema. A primeira se concentra em modelar as não linearidades da junta elás-
tica por meio de um modelo híbrido. A segunda contribuição visa examinar a
precisão de redes neurais informadas por física para identificação de caixa cinza
de parâmetros de atrito. Por último, é proposto uma metodologia para obter
os estados da montagem usando vídeo. A partir dessas estimativas, é proposta
uma identificação de caixa cinza usando vídeo. Todos os três estudos utilizam
os dados da montagem do atuador. As duas primeiras contribuições obtiveram
resultados importantes indicando a eficiência das metodologias propostas. A
terceira contribuição mostrou o potencial da nova abordagem de identificação
baseada em vídeo.

Palavras-chave
Aprendizagem de Máquina,; Atuador robótico; Atuador Elástico em

Série; Identificação de Sistema; Visão Computacional.
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1
Contextualization

Artificial Intelligence (AI) has witnessed a meteoric rise in the past
decade, permeating various facets of human life and transforming industries
worldwide [1]. Stanford Professor John McCarthy defined AI in 1955 as "the
science and engineering of making intelligent machines" [2]. Although the algo-
rithms have become more effective over the past years, the main foundations
of AI are based on the human brain and human reasoning [3]. Artificial neu-
ral networks (ANN) are based on the human brain, more specifically on the
neurons and their interconnections [4, 5]. Biological algorithms have seen in-
credible success because of multiple factors, from the rise of data availability
to the improvement in computing performance and the development of new
architectures [6, 7].

Machine learning (ML) is one of the main branches of AI, learning
complex tasks from data [8]. Consequently, ML applications are spreading
across a broad spectrum of domains, including medicine and healthcare [9–12]
as well as cybersecurity [13–15]. One of the main tasks of ML is obtaining a
model capable of discovering mathematical relationships within data [16]. This
technique allows us to model highly complex and nonlinear phenomenons [17].

One of the fields that has seen a rise in ML solutions has been robotics
[18]. Allowing the robots to become more intelligent, efficient, and adaptable
to complex tasks, such as autonomous navigation, object recognition and
manipulation, natural language processing, and predictive maintenance [18–
20]. With the development of Industry 4.0, one type of robot that has seen
an emergence has been collaborative robots (COBOTS) [21]. These types of
robots aim to assist the human worker instead of replacing them with lower
speeds and higher safety concerns [22, 23]. Barclays research report indicates
the market share of COBOTS is expected to grow from 116 million US dollars
in 2015 to 11.5 billion US dollars in 2025, with sales surpassing 700,000 units
a year in 2025 [23]. These have significantly improved the efficiency, agility,
and resilience of many industries, including medicine, logistics, warehousing,
farming, and manufacturing [23–28].

Accompanying the wave of AI, concepts such as Digital Twin (DT) have
seen an exponential growth with the advent of Industry 4.0 [29]. In [30] Glaess-
gen and Stargel defined a DT as a multi-physics, multi-scale and probabilistic
simulation of a complex system that uses the best available physical models,
sensor updates, and so on to simulate the life of its corresponding twin. ages
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of having DTs are extensive, in general, these can replace wasted physical re-
sources, by replacing the physical test saving time, energy, or material and
costs. These DT can be applied in multiple industries including fields such as
medical, industrial, aerospace, robotics and climate change [31].

The construction of a DT can be a challenging task. In order to obtain DT
models capable of real-time simulations with the role of replicating a real life
complex system, a highly accurate, reliable and interpretable model is required.
Depending on the application, the models can be simple but in the engineering
fields these can have a high complexity and a high number of variables [32].
Two main approaches have been proposed to obtain precise dynamic model,
physics-based modeling and system identification, which includes data-driven
models. The aim of system identification is to obtain a mathematical model
from input-output data of a system. Physics-based modeling has been the
backbone in most engineering applications and relied on physical observations
of processes and materials to obtain dynamic models [33]. With the growing
complexity of systems and need for highly precise models in some industries,
these physical models are not enough. One example of systems with complex
dynamics and a high number of states are COBOTS.

One of the most common methods to augment COBOTS safety is using
series elastic actuator (SEA) designs [34]. These consist of using a spring in
series with a stiff actuator [35]. Adding joint compliance provides advantages
such as shock tolerance, high-fidelity force control, passive energy storage, lower
reflected inertia, and higher tolerance to impact loads [36–38]. Notwithstanding
the benefits mentioned above, the compliant actuators introduce additional
challenges, more specifically, a motion control problem [39]. To realize the
full potential of SEAs in advanced robotics, their position and force control
capabilities need to be refined [40]. A possible solution is to use a model-
based controller [41]. In order to optimize the performance of the model-
based controller, not only a highly accurate model is necessary, but also an
efficient one to meet real-time requirements [42, 43]. Modeling robots is already
challenging due to the multiple nonlinearities and complex phenomena involved
[35]. By adding a soft element, new issues arise in modeling and control due
to the complex behaviors added from the nonlinearity and hysteresis [28].

One of the ways to obtain accurate models to describe nonlinear phenom-
ena is by using system identification, a technique to find precise representations
with varying quantities of information about the system [44].



2
Literature Review and Contributions

System identification has seen a rise in popularity thanks to data avail-
ability and improvements in ML algorithms and computing capacities [45].
The choice of identification technique depends on the quantity and quality of
available data and the level of prior knowledge about the system [46]. Two
main approaches exist within the field of system identification, other than the
white-box methodology that relies solely on physical observation. The black-
box methodology relies solely on data to obtain a model describing the system
[47]. The second approach is a hybrid between the black-box and white-box
modeling, called gray-box modeling. The approach relies on both physical and
data to obtain a precise model representing the dynamics of a system.

The black-box approach has seen significant growth in many fields due to
its easy implementation and low computational cost [48]. Multiple algorithms
have been proposed over the years. Within the context of robotics, [49]
proposed a model-based controller for 3-DoF Delta Parallel Robot using two
models obtained through black-box identification. The first model employed an
AutoRegressive Moving Average with Exogenous Inputs (ARMAX) model, and
the second used the Nonlinear AutoRegressive with Exogenous input (NARX)
methodology with an ANN as the nonlinear algorithm. Both model-based
controllers outperformed classical controllers, with the NARX-ANN model
yielding the most favorable results with a significant decrease in Root Mean
Squared Error (RMSE) errors. Wang et al. [50] developed a lightweight variable
stiffness actuator (LVSA) using a novel mechanism. Following the design, in
order to obtain the most accurate model, the parameters of the actuator are
identified, obtaining precise results with a variance-accounted-for (VAF) factor
of 88.67%.

Although the black-box model shows outstanding results with limited
information, an important downside of algorithms such as ANN is the inter-
pretability aspect. Application fields, such as medicine, criminal justice, and
finance, require interpretable models [51]. In engineering fields such as struc-
tural engineering, civil engineering, and mechanical engineering, interpretable
models are also required [52–54]. So, gray-box modeling is used to obtain
greater accuracy while maintaining interpretability by estimating parameters
of physics-based models [55].

Physics-informed neural networks (PINNs) were introduced in [56] and
can be used to solve partial differential equations (PDE) problems with a data-
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driven solution. This was done by adding underlying physical laws as prior
information to the deep neural networks, adding constraints such as equations,
initial, and boundary conditions in the loss function when optimizing the
parameters of the network [57, 58]. This innovative algorithm has shown
promising results in parameter identification. Daneker et al. [59] showed the
adequate performance of the PINNs to identify the unknown parameters of an
ODE representing the ultridian endocrine model for glucose-insulin interaction.

In recent years, new algorithms have been developed capable of pro-
cessing high-dimensional data such as images, sound, and video. The main
algorithms include deep Convolutional Neural Networks (CNNs) and Trans-
formers. Deep CNNs can classify images from the ImageNet database [60] with
90% accuracy [61]. Transformers employ a self-attention mechanism and en-
able parallel processing to achieve remarkable results in Natural Language
Processing (NLP) tasks [62]. These algorithms have contributed significantly
to the field of system identification and the use of video for state observation
and identification purposes. [63] implemented a deep auto-encoder using video
to estimate the position of a ball from the video frames and make future pre-
dictions using the state estimates from the encoder. Although the system can
be considered simple, the results show the methodology’s potential.

Jaques et al. [64] proposed an unsupervised vision-based identification
approach, without using neural networks, composed of three steps to make the
parameter estimation. The first steps involve extracting the system’s key points
from the video, transforming them to the world coordinates, and optimizing
the system’s physical parameters and initial conditions. Lastly, the most likely
trajectory is predicted. The unsupervised methodology shows a good overall
performance in obtaining the key points and tracking both a bouncing ball
and a robotic arm without requiring measurements. However, the parameter
estimation is only done for the bouncing ball, a system that can be consid-
ered relatively simple. In the context of robotics, contributions using video
data include advances in state estimation [65, 66], calibration framework for
robotic manipulators [67], and inferring accurately dynamics from video [68].
Although these works have shown positive results in their respective fields, the
lack of interpretability often associated with these black-box methodologies is
an important downside. Given that context, the emergence of vision-based pa-
rameter estimation methods has shown impressive results by combining both
neural networks and dynamics constraints [69]. Hofherr et al. [70] proposes to
make the parameter estimation from a single video combining neural implicit
representation with neural ordinary differential equations (ODEs). Addition-
ally, the methodology allows for the rendering of images with selected param-
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eters. The performance obtained shows the high potential of the identification
technique. However, the examples shown rely on relatively simple systems with
few nonlinearities.

2.1
Objectives

The general objective of this work is the application of novel identification
methodologies to model the dynamics of an eSEA assembly. The work is
composed of three case studies with the following specific objectives.

1. To propose a hybrid model using a linear and a nonlinear algorithm to
characterize the dynamics of an elastic joint from an original elastomer-
based SEA;

2. To propose an efficient machine learning model to perform the gray-box
identification of the dynamics of an eSEA assembly. More specifically, to
optimize the parameters of multiple friction models;

3. To develop a deep learning-based framework for the gray-box identifica-
tion of a single series elastic robot actuator from video.

The three case studies use data obtained experimentally from an original
elastomer-based SEA assembly developed by [71].

2.2
Contributions

In the following, the contributions of this thesis are established and
divided into three items:

– Identification of an Elastic Joint of an Elastomer-based Series Elastic
Actuator (presented in Chapter 7)

∗ Propose and compare a novel nonlinear hybrid model of a flexible
joint of an original low-cost elastomer-based SEA ;

∗ Validate the method by comparing it to other nonlinear algorithms.

This chapter has been published as a conference paper:

LAGO, A. W. C. ; CAMERINI, I. G. ; SOUSA, L. C. ; SOUSA, D.
H. B. ; LOPES, F. R. ; MEGGIOLARO, M. A. ; AYALA, H. V. H..
Black-Box Identification with Static Neural Networks of Non-
linearities of an Elastomer-Based Elastic Joint Manipulator. In:
2023 INTERNATIONAL JOINT CONFERENCE ON NEURAL NET-
WORKS. Queensland, Australia, 2023. IEEE.
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– Physics-informed and black-box identification of a robotic actuator with
a flexible joint (presented in Chapter 8)

∗ Propose a methodology of PINNs for the gray-box identification of
an original low-cost elastomer-based SEA ;

∗ Validate the method by identifying the parameters of various fric-
tion models and comparing them to other ML algorithms.

This chapter has been published as a conference paper:
– LAGO, A. W. C.; SOUSA, DE SOUSA, D. H. B.; HENRIQUE

DOMINGUES, P.; DANEKER, M.; LU, L. ; AYALA, H. V. H.. Physics-
informed and black-box identification of a robotic actuator
with a flexible joint. 20th IFAC Symposium on System Identification.
Boston, USA, 07 2024.

– Identification of the friction model of an elastomer-based SEA from video
(presented in Chapter 8)

∗ Propose a novel framework to perform the gray-box identification
of an actuator from video ;

∗ Compare the model measurements and the simulation estimation
using the identified parameters to the experimental data.

This chapter has been published as a conference paper:
– LAGO, A. W. C.; SOUSA, DE SOUSA, D. H. B.; LU, L. ; AYALA, H. V.

H.. Identification of the friction model of a single elastic robot
actuator from video. 20th IFAC Symposium on System Identification.
Boston, USA, 07 2024.

Additionally, the following papers have been published in conference
proceedings and journals as a result of collaboration throughout the completion
of the present thesis:

– SOUSA, D. H. B.; LOPES, F. L.; LAGO, A. W. C.; MEGGIOLARO,
M. A.; AYALA, H. V. H. Hybrid Grey and Black-box Nonlinear
System Identification of an Elastomer Joint Flexible Robotic
Manipulator. Mechanical Systems and Signal Processing, 200:110405,
2023.

– LAGO, A. W. C. ; SOUSA, L. C. ; SOUSA, D. H. B. ; LOPES, F. R.
; MEGGIOLARO, M. A. ; AYALA, H. V. H.. Identificação usando
método não linear de um sistema de posicionamento. In: 2022
XXIV CONGRESSO BRASILEIRO DE AUTOMÁTICA. Fortaleza,
Brazil, 2022. SBA.
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– LAGO, A. W. C.; SOUSA, L. C.; DE SOUSA, D. H. B.; LU, L. ; AYALA,
H. V. H.. Pose estimation of robotic manipulators using deep
transfer learning towards video-based system identification.
Simpósio Brasileiro de Automação Inteligente (SBAI 2023). Manaus,
Brazil, 10 2023. SBA.

– FERNANDES, D. L.; LOPES, F. R.; DO LAGO, A. W.; DE SOUSA,
D. H. B.; MEGGIOLARO, M. A. ; AYALA, H. V. H.. System identifi-
cation of an elastomeric series elastic actuator using black-box
models. 2023 31st Mediterranean Conference on Control and Automa-
tion (MED). Limassol, Cyprus, p. 569–574. IEEE, 2023.

2.3
Organization

This work is divided into four main parts. Part 1 focuses on introducing
the thesis and giving the proper context through the literature review and,
lastly, providing the motivation, objectives, and contributions of the work.

Part II defines the concepts used in this work. Section 3 presents the
theoretical basis of system identification, which involves determining the
methodologies adopted, the fundamental concepts, and the validation metrics.
Following that, Section 4 defines the mathematical concepts behind the neural
network architectures used in the case study. Lastly, Chapter 5 briefly describes
the existing friction models and their respective equations.

Part III describes the experimental system used in all three contributions
and presents the mathematical equations characterizing the system. Initially
describing the different components of the assembly. Following that, the
mathematical modeling is defined. Finally, the data acquisition steps and
parameters are described.

Part IV presents this thesis’s fundamental contributions. The first study
focuses on obtaining a mathematical representation of the elastic joint dynam-
ics. The second case study is devoted to comparing and testing the perfor-
mance of the PINNs model for gray-box identification purposes, optimizing
the friction parameters of the system. Lastly, the last contribution proposes a
framework to identify friction parameters from the eSEA assembly using states
obtained using video.

Finally, the final remarks are presented in Part V, through a conclusion
and respective future works suggestions.



Part II

Background Review



3
System Identification

The main focus of this thesis is system identification. System identifica-
tion has seen a soar in popularity in the past years for multiple reasons, from
improvements in ML and AI algorithms to improvements in computers and
access to data[72]. These improvements and the need for precise mathematical
models describing complex systems have made system identification a vital
tool and topic in multiple industries. The system identification methodology
has been defined previously [73] and can be described by Figure 3.1.

End

No

Start

Step 1:
Data Acquisition

Step 2: 
Model Definition

Step 3:
Model parameters

optimization

Step 4:
Model Validation

Is the model 
accurate?

Yes

Figure 3.1: System identification procedure.

One of the main decisions that must be made is the type of identification
you want. The first, the analytical model, or white-box modeling, relies on
a purely physical interpretation to describe the phenomena mathematically.
The gray-box modeling relies on physical insights and data to estimate some
parameters of a predefined model [74]. Lastly, the black-box approach relies
purely on data to find a suitable model structure to describe the different
nonlinearities.

This chapter defines the different algorithms used for the various works
presented in this thesis. The first sections focus on exploring gray-box and
black-box methodologies. Firstly, the linear and nonlinear black-box models,
ARMAX and NARX, respectively. Following that, the PINNs model is pre-
sented. Moreover, it presents novel training methods and validation metrics.

3.1
System Identification

This section focuses on presenting different identification methods and
algorithms. There are two black-box models: a linear model with the ARMAX
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model and the NARX-ANN model as the nonlinear model. Following that,
a gray-box model is presented in the PINNS, employing neural networks to
automatically differentiate and optimize the parameters of an ODE.

3.1.1
ARMAX

The Autoregressive Moving Average with Exogenous Input Model (AR-
MAX) is a linear parametric identification technique [73]. Through the use
of past inputs and outputs, the algorithm estimates the future states of the
system. The general ARMAX model is given by

A(z−1)y(k) = B(z−1)
F (z−1)u(k) + C(z−1)

D(z−1)ξ(k) (3-1)

where u(k), y(k) are the system input and output, ξ(k) is a noise sequence. And
A(z−1), B(z−1), C(z−1), D(z−1), and F (z−1) are the polynomials concerning
the backward shift operator, which are defined by

A(z−1) = 1 + a1z
−1 + ... + anaz−na (3-2)

B(z−1) = 1 + b1z
−1 + ... + bnb

z−nb (3-3)

C(z−1) = 1 + c1z
−1 + ... + cncz

−nc (3-4)

D(z−1) = 1 + d1z
−1 + ... + dnd

z−nd (3-5)

F (z−1) = 1 + f1z
−1 + ... + fnf

z−nf (3-6)
where na, nb, nc, nd, and nf are the orders of the model.

3.1.2
NARX

The Nonlinear autoregressive exogenous model (NARX) is a technique
that uses a nonlinear algorithm that uses the system’s past inputs and outputs
to make future state predictions[75]. The mathematical representation can be
given by

ŷ(k) = F [y(k − 1), ..., y(k − ny), u(k), u(k − 1), ..., u(k − ny)] + η(k) (3-7)

where u(k), y(k), and η(k) are the input, output, and noise sequences,
respectively, and ny and nu are the delays related to output and input. In the
NARX model, the function F is commonly represented by a nonlinear function
from a polynomial to a neural network. The nonlinear function optimized in



Chapter 3. System Identification 25

the NARX model is the multi-layer artificial neural network depicted in Figure
3.2.

...

...

... ...

...

...... ...
...

...

...

...

Figure 3.2: NARX-ANN schematic.

3.2
Physics-informed Neural Networks

In [56], Raissi et al. developed physics-informed neural networks with
the objective of facilitating neural network training by adding laws of physics
describing the system as constraints. This allowed initially for two types of
applications: a data-driven solution of partial differential equations (PDEs)
and a data-driven discovery of PDEs. Considering ODEs are simplified PDEs,
with only one independent variable, PINNs can easily be implemented for
ODEs problems. This thesis focuses on the second application, which allows
for using PINNs for gray-box problems.

The first element composing PINNs is the deep neural network (DNN),
represented on the left of Figure 3.3. The DNN is similar to the neural
network in Section 3.1.2. The only difference is that it does not necessarily
use multiple past states and excitation signals; it relies mainly on time as
a variable and other known states and excitation inputs depending on the
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Figure 3.3: PINNs diagram.
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system. The network weights and biases are optimized to model the system’s
nonlinearities, obtaining the outputs from the inputs.

Another important concept PINNs utilize is automatic differentiation. If
time (t) is the input, they use the input coordinates and model parameters to
differentiate the outputs, obtaining the derivatives of the states [76]. Where
the forward pass computes the values of the variables and the backward pass
the derivatives, only one pass is required, making it highly efficient compared
to other methods.

The following step is to optimize the loss function, which is composed of
physical laws, initial conditions, boundary conditions, and measured observa-
tion. The ODEs describing the system dynamics are solved, and the system’s
parameters are optimized to minimize the loss [77].

The training of PINNs is usually done through multiple steps. The first
step is to train the DNN, given the measured observations about the system.
After this initial training, the DNN’s weights and biases may be frozen to
optimize the ODE’s parameters, depending on the objective [78]. In the third
contribution, the objective is to perform a gray-box identification of friction
parameters; with that in mind, the technique cited above is used.

3.3
Prediction types

Two main prediction types exist after defining the amount of previous
input and output used to make future predictions [79]. The first, One Step
Ahead (OSA) prediction makes estimations of the next state of the system
using previous input and measured outputs [80]. The Free Run (FR) prediction
type only relies on an initialization with measured output to initialize the
model. The predictions are made using previous input and previously predicted
outputs obtained using the model.

The prediction model that performs well during free run simulation
shows a more robust performance. The error is propagated from the previous
model prediction, considering the last output model becomes the input for the
following estimation.

3.4
Validation metrics

This section defines the validation metrics used in this thesis. Validation
metrics play an important role in understanding the results and evaluating the
performance of the models [81].



Chapter 3. System Identification 27

The metrics used are the Root Mean Squared Error (RMSE, the Mean
Absolute Error (MAE), the determinant coefficient evaluates the performance
of the model given by R2, the Variance Accounted-For (VAF) for the correlation
analysis, the Normalized Root Mean Squared Error expressed as a percentage,
called the Fit Percent (FIT). Their respective mathematical representation are

RMSE =
√√√√ 1

n

n∑
j=1

(yj − ŷj)2 (3-8)

MAE = 1
n

n∑
j=1

|yj − ŷj| (3-9)

R2 =
∑n

j=1 (yj − ŷj)2∑n
j=1 (yj − ȳj)2 (3-10)

V AF = 100
(

1 − var(yj − ŷj)
var(yj)

)
(3-11)

FIT = 100
(

1 −
∑n

j=1 |yj − ŷj|∑n
j=1 |yj − ȳj|

)
(3-12)

considering yj as the measured data, ŷj as the simulated data and ȳj as the
mean value of the measured data.



4
Neural networks

This chapter introduces different neural network architectures used in
the contribution, mainly in the third contribution, presented in Chapter 9.
The first architecture is the LSTM model, secondly the CNN and the transfer
learning methodology.

4.1
Long Short-Term Memory

σ σ tanh σ

x +

tanh
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Memory
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Input
xt

Ct

Forget 
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Input
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memory

Output
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~
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Figure 4.1: LSTM schematic.

Long Short-Term Memory (LSTM) networks are neural networks de-
signed to effectively capture temporal patterns within sequential data [82].
The components of an LSTM cell, presented in Figure 4.1 include a cell state
(Ct), an input gate (it), a forget gate (Ft), an output gate (ot), and a hid-
den state (ht). The cell state, representing the long-term memory, is updated
through the following equations

Ft = σ(Wf · [ht−1, xt] + bf ) (4-1)

it = σ(Wi · [ht−1, xt] + bi) (4-2)

C̃t = tanh(Wc · [ht−1, xt] + bc) (4-3)

Ct = Ft · Ct−1 + it · C̃t (4-4)

ot = σ(Wo · [ht−1, xt] + bo) (4-5)
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ht = ot · tanh(Ct) (4-6)
where xt represents the input at time t, Wf , Wi, Wc, and Wo are weight
matrices; bf , bi, bc, and bo are bias vectors; σ denotes the sigmoid activation
function, and tanh is the hyperbolic tangent activation function [83]. The forget
gate ft, input gate it, and output gate ot control the flow of information into and
out of the cell state, allowing LSTMs to capture and retain relevant information
over extended sequences effectively [84].

4.2
Convolutional Neural Networks

CNNs are designed to process data with multidimensional arrays, ac-
cepting 2D and 3D inputs such as color or gray image data compared to other
neural networks [85].

The first layers of CNNs are the convolution and pooling layers composing
the feature extraction section of the architecture, as can be seen in Figure 4.2.
The first layer performs the convolution operation using feature maps. The
feature maps, or kernels, slide throughout the image and extract the features
from an image [86].

Following these operations, the feature maps obtained through the convo-
lution operations are passed through a non-linear function, for example, ReLU.
The pooling layer reduces the resolution of the feature map without losing the
critical features. The most common pooling techniques are max pooling, which
provides the biggest value from a subregion, and average pooling, which cal-
culates the average from a subregion of the array. The repetition of these two
layers composes the feature extraction layers. Other layers, such as batch nor-
malization layer and dropout layers, can be added depending on the task and
architecture chosen.

Following the feature extraction layers, the feature maps are flattened
and fed into a fully connected neural network to perform the regression or
classification task.

Fully
Connected

ANN

Input Image
Convolution + ReLU

Feature Extraction Regression

Pooling

Flatten Output

Figure 4.2: CNN schematic.
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4.3
Transfer Learning

The complexity and size of deep learning models have increased exponen-
tially in the past years. The improvements in GPUs and TPUs have allowed
larger and more complex deep-learning models to be trained [87]. As men-
tioned in the previous section, CNN models can be separated into two parts:
feature extraction and regression or classification layers, depending on the task
at hand. With this idea in mind, Transfer Learning (TL) allows the training
of deep learning models using a fraction of the time, data, and computational
cost while obtaining excellent performances [88].

The technique uses deep CNNs that have already been fine-tuned and
trained on large labeled datasets to extract image features and utilizes these
trained weights and biases for a new task. Instead of training the whole model,
only the last layers are trained for the new task, considering the first layers
are feature-extracting and are polyvalent for multiple problems. This is done
by freezing the weights and biases of the initial layers and only training the
last layers for the new task, lowering the number of parameters that must be
trained and reducing the computational cost considerably.

In the context of this work, this technique is used in the third contri-
bution, presented in Chapter 9, more specifically in the context of process-
ing video frames and obtaining mathematical insights on the dynamics of the
model.



5
Friction Models

The second and third contributions aim to obtain the parameters of
friction models to represent the dynamics of the eSEA. In fact, friction has been
studied extensively, and multiple models have been proposed to characterize
the highly nonlinear phenomena involved [89]. Friction plays an important role
in mechanical systems and is inherent to most systems that have contacting
surfaces with relative motion [90, 91].

Friction models can be divided into two types: static friction models and
dynamic friction models.

One of the simplest models is the viscous friction model, which only
considers the viscous friction force, representing a linear relationship between
the relative velocity and the constant friction force. The equation describing
the viscous friction model is given by

Ff = fv δ̇ (5-1)

where δ̇ is the velocity, and fv the viscous friction coefficient.
One of the first models was proposed by Coulomb in [92], based on

the principle that friction opposes relative motion. Throughout the years, the
initial model was improved in order to consider more phenomena, such as the
Stribeck effect [93]. This ensures that the decrease from static to kinetic friction
is continuous, in other words, the friction force diminishes when the relative
motion increases [93, 94]. With that, the Coulomb-Stribeck model takes into
account more friction elements. The effect is given by

g(v) = fc + (fs − fc)e(δ̇/δ̇Stribeck)2 (5-2)
where the Coulomb coefficient is fc, the static friction coefficient is fs and the
Stribeck velocity is δ̇Stribeck. Given that, the Coulomb-Stribeck friction model
is:

Ff = fv δ̇ +
[
fc + (fs − fc)e(δ̇/δ̇Stribeck)2]

sign(δ̇) (5-3)

The static friction approaches are limited in capturing more complex
friction phenomena, such as pre-sliding displacement and frictional lag. The
following models are "dynamic" friction models.
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The Dahl friction model was developed in 1968 with the aim of represent-
ing the friction behavior of ball bearings [95]. By analyzing the stress-strain
curve of materials, Dahl observed that the friction force is dependent on rel-
ative velocity and displacement. Deriving the stress-strain curve differential
equation with time and introducing a new state, z, which represents the dis-
placement in the pre-sliding stage (see [90] for the detailed description of the
bristles and its equations).

Through this representation, the Dahl model adds a delay to the original
Coulomb model, a memory effect, allowing it to capture the transient behavior
of friction [95, 96]. The following equation describes the model

Ff = σ0z (5-4)

dz

dt
= δ̇

(
1 − σ0z

fc

sgn(δ̇)
)

(5-5)

where σ0 is the rigidity coefficient.
The last model is the LuGre friction model proposed in [97], deriving the

Dahl model and the other models defined previously [98]. This model captures
the Stribeck and Stiction effects while considering the bristle deflection. The
bristle effect models the spring-like behavior of the surface during the Sticking
phase [90]. With this model, it is possible to capture the following friction
effects: stiction, stick-slip, Stribeck, Hysteresis, and zero slip displacement.

With the Stribeck velocity-dependent function g(δ̇) instead of a constant,
an additional damping σ1 is associated with micro-displacement [99]. The two
following equations represent the LuGre model

Ff = σ0z + σ1
dz

dt
+ σ2δ̇ (5-6)

dz

dt
= δ̇

(
1 − σ0z

g(δ̇)
sgn(δ̇)

)
(5-7)

where σ2 is the viscous friction. These models are used in two of the con-
tributions, with the objective of characterizing the joint friction of a robotic
manipulator described in the following part.
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6
Case Study

This chapter focuses on the thesis’s primary case study. The assembly
is presented through diagrams and pictures showing the different components.
The robotic actuator dynamic system is then described mathematically using
the different friction models for the identification task.

The assembly is an eSEA assembly developed and described by Felipe
Lopes in [71]. Figure 6.1 shows the assembly through pictures and schematics.

(a) (b)

Elastic joint

Encoder 1

Encoder 2

(c) (d)

Figure 6.1: (a) Assembly exploded view. (b) Elastometer-based elastic joint
55A. (c) Assembly detail. (d) Assembled eSEA.

Figure 6.1a shows the exploded view of the assembly, showing the
different components of the system. The manipulator base structure and link
are built from 7075-T6 aluminum. The assembly’s dual shaft D5065/270KV
brushless DC motor has a maximum torque of 1.99 Nm.The assembly is
powered by a Gophert CPS-6005 power supply and controlled via an open-
source Odrive Robotic board. The motor shaft and the link are joined by an
elastic joint composed of a 55 Shore-A compliant element (rubber) shown in
Figure 6.1b. The angular measurements of the motor shaft and the link are
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measured using two CUI AMT 102 encoders with 8192 CPR resolution and a
range of 7500 rpm. The location of the encoders is represented in Figure 6.1c.

6.1
eSEA modeling

The robotic actuator dynamic equation is given by the equation below,
assuming the flexibility of the joint (Ke) as linear and the friction (F ) as a
function of the angular velocity (δ̇)J 0

0 I

δ̈

θ̈

+
 Ke −Ke

−Ke Ke

δ

θ

+
F (δ̇)

0

 =
τ

0

 (6-1)

where δ, δ̇, δ̈ are the motor’s angular position, velocity, and acceleration, while
θ, θ̇, and θ̈ the link’s. The known constants of the eSEA are the motor’s moment
of inertia J = 0.0001 m4, the link’s moment of inertia I = 0.0014 m4, and the
elastic constant of the flexible joint Ke = 8.459 Nm/rad. The excitation input
of the system is the torque of the motor represented by τ .

In the previous part, the different friction models used in this work
were presented, combined with identification approaches the parameters are
optimized to improve the accuracy of the models. In this assembly, the main
source of friction can be found in the contact between the motor shaft and the
elastic joint, given the relative displacement between the two.

6.2
Data Acquisition

The computer and the eSEA assembly communicate through the open-
source Odrive board. The control flow chart is presented in Figure 6.2. The
chart shows that the computer and the Odrive board communicate using the
Python programming language. The Odrive sends the torque signal (τ) to the
motor and obtains the angular measurements from the encoders where δ and
θ are the motor shaft and the link’s angular position, respectively. The Odrive

board calculates the velocities and sends the values to the computer.
Although all three contributions focus on the same eSEA assembly, each

focuses on a different aspect of the system. Before every experiment, the
Odrive board calibrates and synchronizes the encoders and the motors. The
experiment’s time and signal vary depending on the case study and the studied
phenomena. A PD position controller was implemented in an external loop to
perform closed-loop experiments. The experimental data were recorded at a
500 Hz sample rate.
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Figure 6.2: Control flow chart.
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7
Nonlinear identification of an elastic joint of an elastomer-
based series elastic actuator

SEAs have played an important role in developing human-interactive
robots. Adding a compliant element to the joint offers advantages such as
shock tolerance and passive energy storage, contributing to the safety of
the interaction. Considering this, the present case study aims to model the
dynamics of an original elastomer-based SEA (eSEA). The proposed approach
compares the performance of three models in characterizing the dynamics of
the eSEA’s elastic joint. The linear model is an ARMAX model, the nonlinear
is a NARX-ANN, and a hybrid model is proposed. The results showed that
the proposed hybrid model decreases the MAE error of the ARMAX model by
93.0% and outperformed the NARX-ANN model, indicating its capacity to be
used for modeling and control purposes.

7.1
Problem Description

The development of robotics over the past decades has made important
advancements, especially involving human-robot interaction, including rehabil-
itation and assistance through exosuits [100]. Traditionally, classical robotics
has prioritized stiff actuators due to their ability to achieve stability, high
precision, and bandwidth of position control [35]. When human interaction is
involved, stiff actuators can pose a safety issue [101]. SEA can solve this issue
by providing joint compliance through an elastic element between the mo-
tor shaft and the link [102]. Robotic joint compliance offers advantages such
as shock tolerance, high force control accuracy, and passive energy storage
[36, 37]. These characteristics allow for better human-robot interaction control
with mechanical compliance [103].

Multiple nonlinearities must be modeled in rigid joints, including friction,
gear backlash [35]. In the case of SEA, new nonlinearities related to the
compliant element flexibility must be considered. Model-based controllers have
shown better performances for high-accuracy robots than regular controllers,
requiring more accurate dynamical models [104]. With that in mind, using
system identification methods to design better and more precise dynamic
models has become essential.

In this contribution, three identification approaches are proposed using
experimental data from an original experimental manipulator equipped with
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an originally designed, adaptable, and low-cost eSEA. The first two models are
linear and nonlinear algorithms, and lastly, an original hybrid model combining
the ARMAX and NARX-ANN models. When comparing the performance of
the three models using graphical plots, comparing the experimental data with
the predictions and the validation metrics presented in Section 3.4, one could
notice that all three models obtained adequate capacities for modeling the
nonlinearities of the assembly. Nevertheless, it is observed that the hybrid
model improved the performance of the original ARMAX model by 88.6%
when using the RMSE metric and had the overall best performance with a
determination coefficient of 0.999.

7.2
Data Acquisition

The focus of this work is to study the flexible joint. With that in mind,
the link of the eSEA, described in Chapter 6, is restricted from moving, being
held still using a metallic structure. The setup can be observed in Figure 7.1.

Figure 7.1: Assembled eSEA with the link held still.

The flexible joint is modeled using angular displacement measurements.
The angular displacement is the difference between the angular position of the
motor shaft and the link while the link is held still.

The torque excitation signal chosen for the identification is the swept sine
or chirp signal. One of the advantages of this signal is the option to specify the
magnitude and range of the frequencies. The torque frequency increases from
0 to 1 Hz over 43 seconds within an amplitude of 0.4 Nm. Both the input
(torque) and the output (angular displacement) are plotted in Figure 7.2.



Chapter 7. Nonlinear identification of an elastic joint of an elastomer-based
series elastic actuator 40

0 5 10 15 20 25 30 35 40
Time [s]

-0.5

0

0.5

To
rq

u
e 

[N
m

]

(a)

0 5 10 15 20 25 30 35 40
Time [s]

-4
-2
0
2
4
6

A
n
g
u
la

r
d
is

p
la

ce
m

en
t 

[°
]

(b)

Figure 7.2: Plots of (a) Input torque (b) Angular displacement of the elastic
joint of the eSEA assembly.

7.3
Proposed Approach

This work employs three identification methodologies. All three models
are trained and validated using the same measured data, which is normalized.
The first model used is the ARMAX model, presented in Section 3.1.1
Through hyperparameterization, the orders of the model are optimized, and
the following orders are obtained: na = 5, nb = 5, and nc = 3. The linear
model uses an identification package on R presented in [105].

The second model is the NARX-ANN model, described in Section 3.1.2.
The following parameters were chosen through trial and error and hyperparam-
eterization: 3 hidden layers containing 16, 32, and 64 neurons each, respectively.
The other parameters regarding the model include nu = 2, ny = 3 model delay
orders, ReLu activation function, Nadam optimizer, and a 1 × 10−3 learning
rate. The training process was performed over 400 epochs with a batch size of
32, using the Keras Python package.

The last identification approach is a hybrid model combining the AR-
MAX and an ANN. The same ARMAX model of the first approach is used.
However, the output of the ARMAX and excitation torque are used as input
for an ANN to optimize and correct the ARMAX predictions. The ANN’s in-
puts are the previous predictions and the input torque, and it is composed of
2 hidden layers with 32 and 64 neurons. The model orders chosen are nu = 2
and ny = 2. With the ReLu activation function, the Adam optimizer, and
1 × 10−3 learning rate, the training process was performed over 700 epochs
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using a batch size of 32.

7.4
Results

This section presents the results of the proposed approach. Only the
FR predictions of the validation dataset are used for the evaluation, and the
different methods are compared through graphical and validation metrics.

The estimation of the angular displacement of the elastic joint of the
eSEA assembly of all three models is plotted in Figure 7.3. Where the black
line represents the measured data, and the red line the predictions of the model.
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Figure 7.3: Result comparison between (a) ARMAX (b) NARX-ANN (c)
ARMAX-ANN model and the experimental data. The model estimations
plotted in red and the experimental data in black.

The ARMAX model, represented in Figure 7.3a, is a close fit to the
experimental data. Characterizing the angular displacement and understand-
ing the dynamics without the desired accuracy, especially at the peaks. The
NARX-ANN performance is considerably better, following the measured data
with higher precision than the previous model. Considering this model must be
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precise, the ARMAX-ANN model, shown in Figure 7.3c, shows the best perfor-
mance when analyzing the plots with almost no deviation from the measured
data.
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Figure 7.4: Error between (a) ARMAX (b) NARX-ANN (c) ARMAX-ANN
model and the experimental data.

These observations are confirmed when comparing the error plots of the
models, shown in Figure 7.4. The NARX-ANN errors are contained between
-0.3° and 1.3° and increase when the frequency of the input torque is higher.
The error of the ARMAX-ANN is consistently smaller and more stable,
indicating a better fit to the experimental data. After an initial deviation, the
error stabilizes between -0.2° and 0.3°, indicating a significant improvement
in performance predictions compared to the original ARMAX model. This
suggests that combining the ARMAX and ANN approaches can lead to more
accurate predictions in this case.

Figure 7.5 displays the correlation plot of the three models. The plot
considers the proximity of the scattered points to the ideal model represented
by the dotted line. With that in mind, the ARMAX model shows the poorest
performance. Comparatively, the performance of the NARX-ANN predictions
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indicates a good capacity to predict the dynamics of the eSEA. Adding the
ANN to the ARMAX model considerably improves the model, showing the
closest predictions to the ideal model.
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Figure 7.5: Correlation between the (a) ARMAX (b) NARX-ANN (c)
ARMAX-ANN predictions and the experimental data.

Table 7.1: Validation metrics of the eSEA identification

Model Type R2 RMSE MAE F% V%

ARMAX Train 0.939 0.872 0.771 75.86 98.64
Validation 0.939 0.868 0.767 75.84 98.37

ANN Train 0.993 0.296 0.229 91.60 99.63
Validation 0.989 0.363 0.296 89.69 99.34

ARMAX-ANN Train 0.999 0.0429 0.0248 98.76 99.98
Validation 0.999 0.0989 0.0537 97.18 99.92

Table 7.1 presents the validation metrics presented in Section 3.4. Com-
paring the error metrics confirms the previous observations of the graphical
analyses. All three models characterize the dynamics of the elastic joint with
varied success. This can be observed by the coefficients of determination higher
than 0.9 for all three models, a satisfactory result depending on the application.

One can notice that the FIT% and the VAL% of the NARX-ANN pre-
dictions are higher than 90%, showing satisfactory prediction ability compared
to the ARMAX model. The model showing the best ability to characterize the
eSEA is the ARMAX-ANN model, decreasing the test ARMAX model RMSE
and MAE errors by 88.6% and 93.0%, respectively. Moreover, the ARMAX-
ANN model shows a coefficient of determination close to 1 and the lowest
errors. This shows a significant improvement compared to the initial ARMAX
model.
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7.5
Discussion

By adding a compliant element to the eSEA assembly, a new nonlinear
phenomenon must be considered. This behavior was studied extensively in this
identification work.

The linear model showed its limitations when characterizing the angular
displacement of the joint. Compared to the other models, the ARMAX
obtained the highest errors. In human interactive applications, the model is
not precise enough to be used in a model-based controller.

The second model improved significantly compared to the linear model,
which is expected considering that ANN has a greater capacity for representing
nonlinearities and other complexities, lowering the RMSE error by 65.87% and
improving the FIT metric considerably. The NARX-ANN model accuracy can
be noticed in the correlation graphics in Figure 7.5. The model accuracy shows
the model could be used for most applications.

Nevertheless, the hybrid model addressed the system’s unmodelled non-
linearities. The most accurate predictions was obtained by adding an ANN to
the linear model, reflecting the ANN’s ability to correct the difference between
the original ARMAX and the measured data.

This contribution aimed to study and obtain an accurate model for the
flexible joint of an eSEA assembly. The study was conducted using three
different approaches. The proposed hybrid model combines an ARMAX and
an ANN. This model showed the most accurate prediction. The proposed
approach could easily be used and trained in other highly nonlinear systems.
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Physics-informed and black-box identification of a robotic
actuator with a flexible joint

Acquiring an accurate model characterizing a robotic system’s dynamics
can be challenging and necessary considering the safety and functionality
impacts.One of the alternatives to address this issue is system identification,
which aims to obtain models through physical and experimental observations.
In this manner, the developments in ML algorithms, such as novel neural
networks, have significantly improved the modeling of complex and nonlinear
phenomena. This contribution focuses on examining the performance of the
PINNs for the identification task, estimating the parameters of 4 friction
models utilizing PINNs. The performance is compared to two black-box
models. The experimental data used is from original eSEA assembly presented
in Section 6. The PINNs outperformed the black-box models. The friction
model that best represented the robotic actuator was the LuGre model, with
the parameters obtained using the PINNs outperforming the best black-box
model by lowering the MAE by 30.83%. With a determinant coefficient of
0.94, the model shows a high capacity for describing the multiple nonlinearities
present in the system.

8.1
Problem Description

ML advancements have significantly impacted system identification with
new algorithms, training methods, and hardware. In the past years, a new
wave of solutions using neural networks has appeared, significantly improving
black-box identification. These are generally easier to implement and obtain
accurate results, but they lack interpretability and generalization capacities
when using the model for a different system, when compared to white-box
approaches [16, 46].

Some fields, such as criminal justice, finance, and medicine, do require
some interpretability [51]. Therefore, gray-box modeling is often used to opti-
mize and augment the accuracy of a model while maintaining interpretability
by estimating the parameters of physics-based models. Physics-informed neu-
ral networks (PINNs) are an example of gray-box modeling. Introduced in [56],
this innovative algorithm has shown promising results in parameter identifica-
tion.

This study focuses on the applications of such algorithms in robotics.
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Through this idea, this work studies the efficiency of the PINNs for the
identification task of friction parameters of an easy assembly. The main
contribution of this work is to test the performance of the PINNs for a highly
nonlinear and complex original low-cost eSEA benchmark.

8.2
Data Acquisition

The case study used in this work is the eSEA assembly described in
Section 6. The following excitation signal is used in this identification task.
Figure 8.1 presents the input and output, showing the swept-sine torque signal,
with a torque frequency increase from 0 to 1 Hz over 8 seconds within an
amplitude of 0.2 Nm.
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Figure 8.1: Plots of (a) Input torque (b) Angular displacement of the elastic
joint of the eSEA assembly.

8.3
Proposed Approach

In this work, the performance of two black-box models and a gray-
box model are compared. The black-box models are both the ARX and the
ARMAX models; both are variations of the ARMAX model presented in
Section 3.1.1. The ARX model is defined by the following:

A(q)y(t) = B(q)u(t − ne) + e(t) (8-1)

The ARMAX is given by:
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A(q)y(t) = B(q)u(t − ne) + C(q)ξ(k) + e(t) (8-2)

Both linear models are implemented in MATLAB using the System Identifi-
cation Toolbox. The identification task initially involves defining the model’s
lags and orders. By the process of hyperparametrization, the following lags are
obtained:

– ARX: na = 10, nb = 10, ne = 10.
– ARMAX: na = 5, nb = 2, nc = 2, ne = 1.

The PINNs model is used as the gray-box model. A few parameters
and equations describing the assembly must be defined, as mentioned in the
description of the PINNs model, given in Section 3.2.

First, considering the work focuses on the eSEA assembly, the ODEs
of the model dynamics must be chosen; these equations are given in Section
6. Table 8.1 shows the parameters that must be identified for each friction
model. One could notice the LuGre and the Coulomb-Stribeck have the most
parameters, making the identification task more challenging.

Table 8.1: Parameters of the friction models of the eSEA.

Parameter Linear Coulomb-Stribeck Dahl LuGre
fv X X - X
fc - X X X
fs - X - X

δ̇Stribeck - X - X
σ0 - - X X
σ1 - - - X

As mentioned in the definition in the Background Theory chapter, the
training of PINNs is divided into two parts. The first training focuses on
making the DNN characterize the system’s state dynamics. With time (t)
and the excitation torque (τ) as input, the angular position of the motor shaft
and the link are estimated. The DNN comprises four hidden layers with 128
neurons each and the tanh activation function. The initial training is over
400,000 epochs, with a learning rate of 1 × 10−3 and the Adam optimizer.

Following the initial training, the PINNs add the friction parameters and
the additional conditions to the loss function, allowing for the optimization of
the friction parameters and performing the gray-box identification task. The
training is done over 200,000 epochs, with a learning rate of 1 × 10−4 and the
L-BFGS, a second-order optimizer.

The results of both these models are presented in the next section.
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8.4
Results

In the following, the results obtained by applying the proposed approach
to the eSEA are presented. The validation dataset is used to evaluate the
performance of the models.

8.4.1
Black-box Identification

Figure 8.2 shows the ARX and the ARMAX model plots compared to the
measured data, represented by a dotted red line and a blue line, respectively.

The ARX model exhibits a strong correlation with the measured data,
particularly in the mid-range of angular velocities. However, it overestimated
velocities at higher magnitudes and underestimated them at lower magnitudes.
These observations are confirmed when looking at the error plot in Figure 8.3a.
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Figure 8.2: Correlation between (a) ARX (b) ARMAX model and the experi-
mental data. The model estimations plotted in red and the experimental data
in blue.

However, compared to the ARMAX model, the latter demonstrates a
good fit to the measured angular position, with minimal deviations. In fact,
the model shows deviations when trying to capture the extremes accurately,
especially during rapid velocity changes. The error plots provide additional
insight when comparing the estimations.

The graphical analysis is confirmed when analyzing the validation metrics
in Table 8.3. A coefficient of determination (R2) close to 1 indicates a better
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Figure 8.3: Error between (a) ARX (b) ARMAX and the experimental data.

fit between the model and the data. The ARMAX model shows a higher R2

(0.912) than ARX (0.897). Actually, the ARMAX model outperformed the
ARX model in every metric, with the highest difference being the RMSE, with
a 10.43% reduction.

8.4.2
PINNs

The estimated parameters of the eSEA were obtained using the PINNs
algorithm. The parameters are presented in Table 8.2.

Table 8.2: Estimated Parameters of the eSEA.

Parameter Linear Coulomb-Stribeck Dahl LuGre
fv 0.00963 0.002 - 0.00335
fc - 0.0145 0.0379 0.01619
fs - 1.03 × 10−5 - 0.8795

δ̇Stribeck - 0.1677 - 3.15 × 10−5

σ0 - - 0.5034 0.0512
σ1 - - - 0.0036

Using the estimated parameters and the ODEs equations, presented in
Section 6.1, the system is simulated. Figure 8.4 shows the performance of
all four models where the blue line represents the measured data from the
assembly, and the dotted red line represents the estimation from the model.
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Considering the linear model exhibits a simple relationship between
the torque and velocity, the model shows a decent correlation with the
experimental data. The main differences occur in the extremes where the
transient behavior occurs and when the friction is the most nonlinear.

The Coulomb-Stribeck model adds more elements, including static fric-
tion and the Stribeck velocity. Given that, the performance obtained is worse
than expected. With similar performance to the linear model when analyzing
the model results graphically (Figure 8.4b).

The Dahl model adds a new state to the linear model, considering z as
the elastic deformation. With these additions, phenomena such as zero slip
displacement and hysteresis are captured. Graphically, it is possible to observe
the important error in the initialization of the ODEs due to the instability
of the new state z. After the initialization, the model shows its limitation in
capturing the complex friction phenomena, with constant errors and difficulty
in modeling the transient phase of the angular velocity. The error plot (Figure
8.5) shows the Dahl model has the highest errors out of all the friction models.

Lastly, the LuGre model is the most sophisticated model that combines
elements from previously mentioned models, considering effects such as stic-
tion, stick-slip, Stribeck, hysteresis, and zero slip displacement. Through this
process, the LuGre friction model provides the best overall fit for the ex-
perimental data, capturing precisely both the transient and the steady-state
behavior. The error plots represented in Figure 8.5d confirm the previous ob-
servation, where the errors were significantly reduced compared to the other
models, especially in the peaks of the angular velocity.

8.4.3
Result discussion

In order to appropriately evaluate and compare the performance of the
models the validation metrics are used. Table 8.3 shows the performance
of the four friction models obtained using the PINNs. The error metrics
are calculated by comparing the estimations with the measured data. The
Linear, Coulomb, and Dahl models show a relatively low performance with
RMSE and MAE errors higher than the ARX model, suggesting less accuracy
when characterizing the system. The best friction model is the LuGre model.
The LuGre model outperforms all the other models across all the metrics.
Exhibiting the highest R2, with 0.94, which is very close to an ideal model,
and an RMSE error of 1.31, which is a 24.27% reduction compared to the next-
best gray-box model. And showing the highest FIT and VAF percentages. This
result is expected, given that the LuGre friction model considers the highest
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amount of phenomena characterizing friction.
Through these results, one could notice the friction is an influential

phenomena in the eSEA assembly that must be modeled. The main friction
source can be attributed to the contact area between the motor shaft and the
joint. The most challenging period to model is the beginning of the movement
or the change of directions, or the static phase. Following that, friction tends
to stabilize. Considering the rotational excitation torque changes frequently,
the change of direction makes the friction a challenging phenomena to model.
With that in mind, from the chosen friction models the LuGre model is the
best at modeling both the static and dynamic phases of the friction.

Considering that both the ARMAX and the LuGre friction models show
similar performances, with the gray-box model edging it by a small margin.
Other aspects of each methodology must be taken into account. As discussed
in the introduction, the LuGre model’s significant advantage is interpretability,
being an equation-based model that allows for the easy implementation of a
model-based control approach.

Table 8.3: Evaluation Metrics of the eSEA identification.

Model R2 RMSE MAE FIT VAF
ARX 0.897 1.61 1.27 68.05 90.66

ARMAX 0.912 1.49 1.15 70.49 91.99
Linear 0.898 1.73 1.38 68.13 89.99

Coulomb 0.884 1.85 1.49 66.00 88.59
Dahl 0.874 1.93 1.52 64.74 88.58

LuGre 0.942 1.31 1.03 75.93 94.86

8.5
Discussion

This work focused on comparing the identification performances of black-
box and gray-box models. The black-box identification used ARX and ARMAX
models, while the gray-box used PINNs for the friction parameter estimation
and used the known ODEs to simulate the model. The models were evaluated
through several evaluation metrics, with both methods showing adequate
performances to model the dynamics of the systems.

Both the black-box and the gray-box identification of the eSEA showed a
good fit compared to the measured data. ARMAX is the best black-box model,
with an R2 > 0.9 and a good capacity at capturing the trend of the system
when analyzing using the graphical plots.
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The PINNs demonstrated their capacity to optimize parameters in a
gray-box identification context. All four friction models obtained a high coeffi-
cient of determination (>0.87). The friction model with the best performance
is the LuGre model, having the lowest errors and best validation metrics.
Adding to the overall better performance of the PINNs model, the element of
interpretability plays a role in its favor.

Future works shall focus on the potential use of the identified model for
model-based control. These works also include testing the PINNs using other
assemblies with higher degrees of complexity.
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Figure 8.4: Correlation between the identified (a) Linear (b) Coulomb (c) Dahl
(d) LuGre friction models and the experimental data. The model estimations
plotted in red and the experimental data in blue.
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Figure 8.5: Error between the identified (a) Linear (b) Coulomb (c) Dahl (d)
LuGre friction models and the experimental data.
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Identification of the friction model of a single elastic robot
actuator from video

In robotics, precise models are constantly needed to optimize the perfor-
mance and safety of these systems. Thanks to the developments in ML, algo-
rithms such as CNNs have performed well in extracting features from images.
Techniques like TL can lower the computational cost and optimize the train-
ing task. Through these processes, this contribution aims to obtain a dynamic
model from video data. This work aims to perform the gray-box identifica-
tion of friction parameters using experimental data from an eSEA assembly.
The proposed model is composed of three parts. The first employs pre-trained
CNNs and Transfer learning to estimate the states of an eSEA assembly. Fol-
lowing that, an LSTM is added to estimate the velocity and acceleration of
the system. Lastly, the states are used to optimize the friction parameters.

9.1
Problem Description

In industry, robotic manipulator applications have required accurate
dynamic models for safe operations and optimal performance in precision tasks,
especially in the case of collaborative robots [106]. One element that impacts
performance and has shown to be challenging to model accurately is friction
due to its highly nonlinear nature [91, 107]. Many models have been proposed,
but most have not shown to be ideal when implemented due to the high number
of phenomena involved [108]. Moreover, recent publications show the subject
maintains its relevancy [109–111].

A solution that has shown accurate results has been system identification,
which has been Implementing various nonlinear algorithms to find black-
box and gray-box solutions to complex systems within multiple fields [44].
The advancements in ML have significantly contributed to improving system
identification performances, facilitating the modeling of more complex systems
with multiple nonlinearities and high-dimensional data such as images [17].

A novel methodology for performing vision-based parameter estimation
of mechanical systems, specifically an actuator with a flexible joint, is pro-
posed. With interpretability in mind, the proposed approach allows to make
the gray-box identification and optimize physical parameters from existing
models through video, by combining a black-box algorithms with a gray-box
algorithms. The black-box approach conducts the state estimation (position,
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velocity, and acceleration) of the actuator from data frames using both CNN
and LSTM architectures, with the help of transfer learning to facilitate the
training process. Following that, the layers are frozen, and the dynamic equa-
tions layer is added to perform the gray-box identification of the friction param-
eters (such as viscous, Coulomb, static friction coefficients, and the Stribeck
velocity) using the estimated states and the ODEs of the system, which are
fixed.

9.2
Proposed Approach

The main goal of this work is to estimate an eSEA assembly’s friction
parameters. The following section presents the proposed approach’s three
steps. The first two steps involve estimating the robotic actuator’s pose,
velocity, and acceleration using pre-trained deep CNNs with TL and LSTM
architecture. Lastly, a physics-informed layer with the hard-coded ODE is
added to the model to perform the friction parameter identification.

The torque excitation signal chosen for the identification procedure was
the sine signal. The sine signal has an amplitude of 0.09 Nm and a frequency
of 10 Hz over 40 seconds. This signal allows us to specify the magnitude and
frequencies used to excite the system and has shown satisfactory results in
identification problems.

Compared to the other contributions, the experiment is filmed using a
With the objective of using the videos to measure the movement of the

link, a Sony α6400 camera is used to record the experiment with a constant
recording frame rate of 120 frames per second. With the intent to synchronize
the camera recording and the encoder measurements, an Arduino controlling
an LED light turns on when the algorithm starts, as can be seen in Figure

Figure 9.1: Frame of the video of the eSEA assembly used for the training of
the CNN.
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Figure 9.2: Proposed approach diagram.

9.2. Due to the difference in sampling rates between the camera and the
encoders, a resampling is required to match each frame with a measurement
using MATLAB.

9.2.1
Pose Estimation

This step aims to estimate the link’s angular position and the original
actuator’s motor shaft using the video frames. In order to extract information
from images CNNs are used, an architecture adapted to process multidimen-
sional arrays, described in Section 4.2. Table 9.1 shows the characteristics of
the models chosen, including the number of layers and parameters that must
be trained for each model. The floating point operations per second (FLOPS)
of each model are given in G, or 109 operations per second, showing a cor-
relation between the FLOPS of each model and the number of parameters.
Lastly, the performance of each model in the ImageNet benchmark indicates
the accuracy in the classification of images.

Table 9.1: Description of the CNNs

Model Number
of Layers

Parameters
in Millions

FLOPS
[G]

ImageNet
Top 1 [%]

ImageNet
Top 5 [%]

MobileNetV2 53 3.50 0.30 71.89 90.29
Densenet121 121 7.98 5.69 74.43 91.97

EfficientNetB0 237 5.29 0.39 77.69 93.53
ResNet101 347 44.55 7.80 77.37 93.55

VGG19 46 143.67 19.63 72.38 90.88

As one can notice, each CNN has millions of parameters that must
be optimized, which can be highly computationally costly and require an
immense amount of data. Considering this, transfer learning becomes an
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optimal solution to this problem by freezing the feature-extracting layers of
the model and repurposing the trained CNN for our regression problem.

Initially, the model that offers the best performance at estimating the
manipulator’s pose must be chosen. All five models will be tested. Then, the
three best models will be used for the following steps.

For all the CNN models, the weights and biases of all but the last
convolutional layer are frozen, and the fully connected layer is replaced with
a regression layer composed of 256, 128, 32, and 2 neurons. The input will be
the video frames; the output is the link’s xy coordinates.

The methodology is implemented using the Pytorch package. The train-
ing adopts a batch size of 64 over 100 epochs using the Adam optimizer with
a 1 × 10−3 learning rate.

The video frames are cropped and resized to a 224 × 224 ratio, obtaining
tensors of size (3,224,224), where 3 is the color aspect of the image. The angular
positions are converted to x and y coordinates to facilitate the training process.
The training proportions chosen in this work are 70% for training, 20% for
validation, and 10% for testing.

9.2.2
Velocity and Acceleration estimation

The second step involves estimating the velocities and accelerations of the
robotic actuator using the angular positions estimated using the pre-trained
CNNs. By using the LSTM architecture and the sequence of angular positions
with a chosen delay (n) as input. After trial and error, the ideal minimum
and delay chosen is n = 5, meaning the LSTM architecture must be given a
sequence of 5 angular positions to make the state estimations. By stacking the
pose estimation CNN model, the model is able to process 5 frames and provide
the necessary measurements for the LSTM network. The LSTM architecture
is composed of 2 layers, 50 cells each, and with a tanh activation function.

The deep pose estimation CNN model is stacked; 5 frames are estimated
simultaneously. The LSTM layers are added to the stacked CNN layers. The
LSTM parameters are optimized using the same CNN training configuration
after freezing all but the LSTM layer’s weights. The inputs are 5 frames of
the video, and the outputs are the angular velocities and accelerations of the
motor and the link of the robotic actuator.
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9.2.3
Gray-box Identification

The friction gray-box identification is implemented by adding a hard-
coded layer representing the system’s modeling equations. The eSEA assembly
equations are given in Section 6.1.

Table 9.2: Range of the estimated parameters.

Linear Coulomb-Stribeck
fv {0.001 − 0.1} {0.005 − 0.015}
fc - {0.0045 − 0.15}
fs - {0.0005 − 0.0015}
δ - {0.00375 − 0.0115}

Considering that the states of the robotic actuator have been obtained
through the previous steps, a layer is added to the existing CNN-LSTM
model describing the system’s dynamics. The parameters to be optimized
are the friction coefficients, presented with their respective search ranges in
Table 9.2. Search ranges help the identification task considerably, helping
the optimization process, and can easily be implemented using the Pytorch

package.

9.3
Results

This section presents the results of the different steps of the identifi-
cation. The first is the pose estimation using the five deep pre-trained CNNs.
Following that, the velocity and acceleration estimations of the three best pose
estimations CNNs are compared. Lastly, using the estimations obtained, the
parameters of the two friction models are optimized and identified from the
video frames.

9.3.1
Pose estimations

This section presents the results from the pose estimations using the five
pre-trained CNNs. Table 9.3 shows the validation metrics of each model. The
coefficient of determination measures the correlation between the measured
data and the estimated position; the closest to 1, the better the model is.
With that in mind, all models obtained highly accurate estimations.

In computer science, the model should be chosen based on its performance
using the validation data. In this case, the model with the best performance is
the VGG19, with a FIT of 93.89% and a VAF metric of 99.63%, showing a high
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Table 9.3: Validation metrics of the models.

Model Type R2 RMSE MAE F% V%

MobileNet
Train 0.9927 0.0395 0.0317 91.44 99.27
Valid 0.9928 0.0399 0.0315 91.48 99.28
Test 0.9923 0.0404 0.0318 91.24 99.24

Densenet
Train 0.9826 0.0608 0.0461 86.83 98.27
Valid 0.9899 0.0471 0.0370 89.96 98.99
Test 0.9890 0.0483 0.0371 89.51 98.95

EfficientNet
Train 0.9930 0.0387 0.0307 91.62 99.30
Valid 0.9922 0.0413 0.0325 91.20 99.38
Test 0.9927 0.0393 0.0314 91.47 99.35

ResNet
Train 0.9908 0.0442 0.0353 90.42 99.08
Valid 0.9928 0.0398 0.0327 91.51 99.31
Test 0.9923 0.0403 0.0335 91.25 99.24

VGG19
Train 0.9956 0.0305 0.0246 93.40 99.58
Valid 0.9963 0.0287 0.0234 93.89 99.63
Test 0.9958 0.0300 0.0246 93.50 99.59

level of accuracy and a high correlation between the measured and estimated
position. The MobileNet model is the second best performing model, even
though it is the model with the fewest parameters (3.5 million parameters) or
2.43% of the number of parameters of the VGG19 model with a FIT and VAF
metric values over 91%, indicating a good capacity for estimating the link’s
angular position from the images. With these results, the pre-trained models
used for the next steps are MobileNet, ResNet, and VGG19.

9.3.2
Velocity and Acceleration estimations

The following results were obtained after adding the LSTM layer to the
CNN models. Table 9.4 shows the validation metrics for the validation dataset.
All three models show excellent results. With low errors and high R2, the
models effectively capture the states from the video frames. The best overall
model is the VGG19, with the lowest MSE errors across most states.

Table 9.4: Metrics evaluating the performance of the TL models using the
validation dataset

Model Position Velocity Acceleration
R2 MSE R2 MSE R2 MSE

MobileNetV2 0.990 0.002 0.959 0.887 0.972 60.900
ResNet101 0.992 0.002 0.969 0.667 0.970 66.268

VGG19 0.995 0.001 0.967 0.711 0.973 58.150
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The plot of the best-performing model is shown in Figure 9.3. The blue
line represents experimentally obtained data; the dotted red line represents the
estimated state. Observing the plot, the state estimation can be considered
more than adequate and highly accurate.
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Figure 9.3: Correlation between the estimated angular (a) position (b) Velocity
(c) Acceleration and the experimental data. The model estimations plotted in
red and the experimental data in blue.

9.4
Gray-box Identification

After estimating the states of the robotic actuator from video data, the
gray-box layer is added to the model. Table 9.5 shows the estimated parameters
of the friction models.

The states are simulated using the ODE’s and the estimated parameters.
Table 9.6 shows the relation between the simulated and experimental link’s
angular velocity through validation metrics. Analyzing the metrics, the model
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Table 9.5: Parameters Estimated using video.

Model Linear Coulomb-Stribeck
fv 0.0033 0.0088
fc - 0.0083
fs - 0.0009
δ - 0.008

showing the best performance is the Coulomb-Stribeck model. Having the
lowest MAE and MSE errors in the validation and test datasets. Another
metric indicating the excellent capacity of the model to characterize the eSEA
is the VAF of 89.1%, showing a high correlation between the estimated and
the measured angular velocity. This result is to be expected, considering the
linear model considers the lowest amount of friction phenomena.

Table 9.6: Validation Metrics of the friction models.

Model Type R2 MSE MAE FIT VAF

Linear
Train 0.874 2.623 1.429 64.57 87.47
Valid 0.886 2.366 1.380 66.23 88.60
Test 0.877 2.642 1.420 64.96 87.93

Coulomb
Train 0.889 2.322 1.170 66.66 88.89
Valid 0.890 2.283 1.166 66.83 89.01
Test 0.891 2.338 1.181 67.00 89.12

The graphical analysis confirms the excellent performance of the
Coulomb-Stribeck model. The angular measurement (in blue) is compared to
the simulated estimation (in red). The error is between 2 and -2 rad/s, mainly
in the extremes of the sine waves.

9.5
Discussion

The methodology shows an overall good performance. All three steps
yield precise results. The VGG19 architecture combined with the LSTM pre-
sented precise state estimation of the eSEA, with a coefficient of determination
higher than 0.95 for all the states, showing the potential of using the model as
state-observers for system control.

From it, the parameters of two friction models are obtained. Through
its ODEs and the estimated parameters, the simulation shows high fidelity
to the measured data. The proposed approach shows its potential for gray-
box identification using video data, showing the possibility of obtaining an
interpretable model from video data.
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Figure 9.4: (a) Graphical Comparison and (b) Error plots between the mea-
sured and the Coulomb-Stribeck estimated velocity from the validation. The
model estimations plotted in red and the experimental data in blue.
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Conclusions

The present work deals with modeling the nonlinearities of an eSEA
actuator using different ML approaches, maintaining a compromise between
complexity and accuracy while offering meaningful physical insights or inter-
pretability into the system. Although the system has many nonlinearities, the
contributions showed varied solutions to obtain accurate models.

In the first contribution, the focus of the identification tasks was to
accurately model the elastic joint’s characteristics. Therefore, the link was
held in place, and experimental data about the joint’s angular displacement
was obtained. The proposed models were the ARMAX model, a linear model, a
NARX-ANN representing the nonlinear model, and a hybrid model combining
both previously mentioned algorithms. When comparing the three models,
the hybrid model outperformed the other models by decreasing the MAE by
93% and 81.86% when compared to the ARMAX and NARX-ANN models,
respectively. The coefficient of determination of the hybrid model was 0.99,
which is as close to an ideal model as possible. These results show the potential
of this methodology.

The second contribution is dedicated to studying friction models and
evaluating the performance of PINNs for an identification task, for which mul-
tiple friction models found in the literature were chosen. In order to com-
pare the performance of the PINNs, two models were selected to perform the
black-box identification: the ARX and the ARMAX algorithms. The exper-
imental data from the assembly was used with a swept sine excitation sig-
nal. All three models showed very promising results, with the ARMAX model
outperforming the ARX model by decreasing the MAE error of 9.45%. The
PINNs managed to perform the parameter identification task very accurately,
extracting the maximum potential of each of the five models, considering their
respective limitations. The best friction model was the LuGre model, which
obtained a R2 = 0.942. When compared to the best black-box models, the Lu-
Gre friction model outperformed the ARMAX model by decreasing the MAE
by 30.83%. Furthermore, these results show the versatility and capacities of
using physic-informed models, obtaining precise results while maintaining high
interpretability.

The last contribution proposed a framework to identify the parameters
of an ODE using video. Using pre-trained CNNs and transfer learning, the
classification CNNs are repurposed to perform the state estimation of the
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eSEA assembly using video. With the pose estimation complete, an LSTM
layer is added to estimate the velocity and acceleration of the model. After
obtaining the states, the gray-box identification is performed, estimating the
friction parameters of two friction models. This framework was tested using
the experimental data of the eSEA assembly. The results show that the
transfer learning technique is highly accurate at estimating the states of the
system from video. The friction models were obtained by adding a hardcoded
layer representing the model and optimizing the parameters from the video.
The framework results were adequate, obtaining precise state estimation and
accurate identification of the friction models, with the Coulomb-Stribeck model
obtaining a coefficient of determination of 0.89. This contribution showed the
potential of this framework; considering its highly modular nature, the model
can be improved by adding or changing parts of the estimation.
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Future Works

In light of the results and discussion developed throughout this disserta-
tion, future work can be suggested.

Regarding the application of hybrid models and PINNs in robotic sys-
tems, future work possibilities may include testing the approach using the same
eSEA with a higher degree of freedom or applying it to other nonlinear systems
such as a multi-arm pendulum on a cart [112], an EMPS system [113]. Further-
more, the model obtained could be applied and used as a base for a model-based
controller. By combining novel ML algorithms such as transformers [114] or
other novel ensemble approaches [115], one could test the effectiveness and the
performance and compare it to this work result. Additionally, the approach’s
interpretability and generalization capacities could be improved using physics-
based approaches such as Physics-Guided Neural Networks (PGNN) or PINNs
[116–118].

Lastly, for the vision-based identification approach. The methodology’s
robustness could be improved by initially testing the method using other
excitation signals and adding new degrees of freedom to the eSEA assembly.
Following that, the methodology should be tested using videos of another
nonlinear system, such as a multi-arm pendulum on a cart [112]. Given the
modular aspect of the methodology, the estimation of the states could be
improved by making it a single step and using ML algorithms such as 3D
CNN [119], CNN-LSTM [120] or video transformers [121] in order to capture
the video with the time element instead of the frames individually. Another
step that might be improved is the identification, using algorithms such as
PINNs or PGNNs. These could be easily implemented thanks to the module-
based approach proposed in this work.
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