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Abstract 
 
 

Motta, Isabela Canellas; Quaresma, Manuela (Advisor).  Exploring pro-

posals to align users’ mental models and improve interactions with 

Voice Assistants (VAs). Rio de Janeiro, 2022, 203p. Masters Dissertation 

– Department of Arts and Design, Pontifical Catholic University of Rio de 

Janeiro. 

 

 Voice Assistants (VAs) bring various benefits for users and are increasingly 

popular, but some barriers for VA adoption and usage still prevail, such as users' 

attitudes, privacy concerns, and negative perceptions towards these systems. An 

approach to mitigating such obstacles and leveraging voice interactions may be un-

derstanding users' mental models of VAs, since studies indicate that users' under-

standings of VAs are unaligned with these systems' actual capabilities. Thus, con-

sidering the importance of a correct mental model for interactions, exploring influ-

ential factors causing misperceptions and solutions to deal with this issue may be 

paramount. The objective of this research was to identify leading causes of users’ 

misperceptions and offer design recommendations for aligning users' mental mod-

els of VAs with these systems' real capacities. In order to achieve this goal, we 

conducted a systematic literature review (SLR), exploratory interviews with ex-

perts, and a questionnaire-based three-round Delphi study. The results indicate that 

design aspects such as VAs' high humanness and the lack of outputs' transparency 

are influential for mental models. Despite the indication that these drivers lead to 

users' misperceptions, removing VAs' humanness and excessively displaying infor-

mation about VAs might not be an immediate solution. In turn, developers should 

assess the context and task domains in which the VA will be used to guide design 

decisions. Moreover, developers should understand the users' profiles and back-

grounds to adjust interactions, as users' characteristics are influential for how they 

perceive the product. Finally, developing teams should have a correct and homoge-

neous understanding of VAs and possess the necessary knowledge to employ solu-

tions properly. This latter requirement is challenging since VAs' novelty might de-

mand professionals to master new skills and tools.   
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Resumo 
 
 

Motta, Isabela Canellas; Quaresma, Manuela.  Explorando propostas 

para alinhar os modelos mentais de usuários e melhorar as interações 

com Assistentes de Voz. Rio de Janeiro, 2022, 203p. Dissertação de Mes-

trado – Departamento de Artes e Design, Pontifícia Universidade Católica 

do Rio de Janeiro. 

  

 Assistentes de Voz (AVs) trazem diversos benefícios para os usuários e es-

tão se tornando progressivamente populares, mas algumas barreiras para adoção de 

AVs ainda persistem, como atitudes dos usuários, preocupações com privacidade e 

percepções negativas desses sistemas. Uma abordagem para mitigar os obstáculos 

e melhorar as interações pode ser entender os modelos mentais dos usuários de 

AVs, uma vez que estudos indicam que o entendimento dos usuários não é alinhado 

com as reais capacidades desses sistemas. Assim, considerando a importância de 

um modelo mental correto para as interações, explorar fatores geradores de percep-

ções inadequadas e soluções para lidar com tal questão pode ser essencial. O obje-

tivo desta pesquisa foi identificar fatores influentes para as percepções inadequadas 

de usuários e oferecer recomendações de design para alinhar os modelos mentais 

de usuários com as reais capacidades desses sistemas. Para alcançar esse objetivo, 

nós conduzimos uma revisão sistemática de literatura, entrevistas exploratórias com 

experts e um estudo Delphi de três rodadas com base em questionários. Os resulta-

dos indicam que os aspectos de design como a humanização dos AVs e a transpa-

rência em respostas do sistema são influentes para os modelos mentais. Apesar des-

ses fatores terem sido indicados como causas para incorreções em modelos mentais, 

remover a humanização dos AVs e apresentar informações excessivas pode não ser 

uma solução imediada. Indica-se que designers devem avaliar o contexto de uso e 

os domínios de tarefa em que os AVs serão usados para guiar as soluções de design. 

Além disso, os designers devem entender os perfis e backgrounds dos usuários para 

ajustar as interações uma vez que as características dos usuários são influentes para 

sua percepção do produto. Finalmente, o time de desenvolvimento deve ter um en-

tendimento correto e homogêneo do AVs, e deve possuir o conhecimento 
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necessário para aplicar soluções corretamente. Esse último requisito é desafiador 

porque os AVs são produtos relativamente novos e podem demandar que os profis-

sionais dominem novas habilidades e ferramentas. 

 

Palavras-chave 
Assistentes de Voz; Agentes Conversacionais; Interfaces de Voz; Modelos 

Mentais; Interação Humano-Computador; Usabilidade; Delphi. 
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1 
Introduction 
 

 

 

 

Voice Assistants (VAs) are artificial intelligence (AI)-powered virtual as-

sistants that can perform a range of tasks in a system, which users interact through 

a voice interface that may be supported by a visual display (WEST; KRAUT; HAN 

EI, 2019). These systems have been developed by multiple technology-related en-

terprises such as Apple (Siri), Amazon (Alexa), Microsoft (Cortana), Google 

(Google Assistant), and Samsung (Bixby), and run on several devices such as ear-

phones, smart speakers, and smartphones.  

As exemplified by Amazon's Alexa, which was able to perform over 70.000 

skills in the USA by 2020 (STATISTA, 2020), available features are rapidly grow-

ing in number, ranging from tasks such as weather forecast to home automation. 

VAs were estimated to be in use in over four billion devices by 2020 (MOAR; 

ESCHERICH, 2020), with 20% of all population in western countries reporting 

using VAs several times a day in 2021 (VAILSHERY, 2022). Forecasting indicates 

that VAs are expected to reach 8.4 billion units by 2024 (VAILSHERY, 2021), and 

that the voice recognition technology market will be worth 30 billion U.S dollars 

by 2026 (VAILSHERY, 2022). The projections for VAs indicate that interfaces for 

human-computer interaction (HCI) are in the midst of a paradigm shift from visual 

interfaces to hands-free, voice-based interactions (WEST; KRAUT; HAN EI, 

2019). 

Before exposing the matters around VAs, it is important to outline a few 

relevant characteristics that set them apart from other systems. Firstly, VAs must 

not be confused with other types of Conversational Agents (CAs) or Voice User 

Interfaces (VUIs). For example, since VAs apply Natural Language Processing 

(NLP) algorithms (PEARL, 2016) – a type of AI – users are usually not limited to 

fixed queries and may formulate commands in different ways to request the same 

action. Such feature makes them different from most Interactive Voice Response 

(IVR) systems – commonly used for Customer Service –, which can usually deal 
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only with previously established commands or manual input (PEARL, 2016). 

Moreover, contrarily to chatbots, in which the primary interaction channel is writ-

ten text, users interact with VAs through speech. Finally, differently from virtual 

agents, VAs are not accompanied by any projection of a human (or human-like) 

virtual image that illustrates a visible entity (WEST; KRAUT; HAN EI, 2019). 

Hence, in this study, we will refer to VAs as a type of VUI that presents the follow-

ing characteristics: 

1) It applies AI to the processing of commands. 

2) Its primary interaction channel is speech, not written text. However, it 

may present some visual information on a screen or the device. 

3) It does not project a human-like virtual image to represent an entity. 

This chapter will present this research’s outline, including our research 

problem, question, primary and secondary objectives, and the research’s method 

and techniques. At this chapter’s end, we also present the structure of this disserta-

tion. 

 

1.1.  
Research problem 
 

As with any VUI, VAs enable users' interaction through a voice command 

from the user to the system (i.e., voice input) and a voice response from the system 

to the user (i.e., voice output) (BHOWMIK, 2015). The use of voice makes VAs 

notably different from other interaction modalities (e.g., haptic, visual) due to the 

speech’s intuitiveness. Since humans evolved to be able to understand speech 

(NASS; BRAVE, 2005) and speaking is a constant action in users’ routines, voice 

interaction is natural and intuitive (MEEKER, 2016; PEARL, 2016). 

Despite the VAs’ benefits and the projections suggesting growth in VA us-

age, studies indicate that barriers to the adoption of these systems still prevail. In 

the first place, surveys have shown that users consider VAs as not relevant or not 

very useful (MOTTA; QUARESMA, 2019; ROBART, 2017), and such perceptions 

of low usefulness have been reported to negatively impact VA adoption 

(MCLEAN; OSEI-FRIMPONG, 2019). Additionally, both market and scientific 

publications have shown that users frequently report facing errors throughout inter-

actions (MAUÉS, 2019; WHITE-SMITH et al., 2019), and such technical issues 
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have been related to low satisfaction measures (PURINGTON et al., 2017). To 

recover from failures, users apply strategies that might hamper the interaction’s 

naturality, such as repeating requests, adjusting a command’s structure, wording, 

or information amounts, changing pronunciation, and speaking louder 

(BENETEAU et al., 2019; GARG; SENGUPTA, 2020; LOVATO; PIPER; 

WARTELLA, 2019; PORCHERON et al., 2018; PORCHERON; FISCHER; 

SHARPLES, 2017; YAROSH et al., 2018). Finally, users’ attitudes – that is, their 

“tendencies of approach or avoidance” (OSGOOD, 1957, p. 189) –  towards voice 

interaction affect VA usage (MORIUCHI, 2019). Particularly, several studies have 

indicated that users are concerned about the privacy of their data, creating negative 

attitudes towards VAs (BURBACH et al., 2019; DE BARCELOS SILVA et al., 

2020; HOY, 2018; MCLEAN; OSEI-FRIMPONG, 2019; PITARDI; MARRIOTT, 

2021).  

While there still exist limitations in speech recognition technology 

(especially in NLP technology; PEARL, 2016) that might partially account for the 

issues above, users' mental models of VAs might also play a significant role in the 

quality of interactions. Mental models are a type of conceptual model that 

represents how a product or system works (NORMAN, 2013), comprising a set of 

expectations about a system's components, functioning, and proper usage 

(WICKENS; LEE; LIU; BECKER, 2014). These models are essential for users 

since they are closely related to how people perform tasks and dictate performance 

levels (WILSON; RUTHERFORD, 1989).   

Although users’ mental models are essential for the quality of interactions, 

studies indicate that users' mental models of VAs do not match these systems’ 

actual capabilities (CHO; LEE; LEE, 2019; LUGER; SELLEN, 2016). Overall, 

users have unrealistic mental models of VAs, displaying a lack of understanding 

concerning VAs functioning and high expectations for system features, 

intelligence, and conversational capabilities (see chapter 3 for a complete review 

on users’ mental models of VAs).  

The users’ misperceptions might be relevant to the beforementioned 

adoption and usage barriers. For example, in a previous study, we showed that users 

do not utilize some tasks due to the unawareness of their availability (MOTTA; 

QUARESMA, 2021), which could account for the belief that VAs have low 

usefulness. The possible unawareness of available features might also lead to errors 
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since some failures may be caused by requests to perform activities out of the VAs’ 

scope. Moreover, users’ difficulty in recovering from failures might be related to 

their low comprehension of the reasons behind errors, as studies suggest that users 

apply different error-recovery strategies based on their understanding of error 

sources (KIM; JEONG; LEE, 2019; MOTTA; QUARESMA, 2022; MYERS et al., 

2018; PORCHERON et al., 2018; PORCHERON; FISCHER; SHARPLES, 2017). 

Likewise, negative attitudes towards VAs and privacy concerns might be caused by 

the lack of understanding of VAs’ functioning, as users are unaware of privacy 

controls and privacy-related information such as data collection, storage, and 

sharing (AMMARI et al., 2019; COWAN et al., 2017; JAVED; SETHI; JADOUN, 

2019; WEBER; LUDWIG, 2020).  

 

1.2.  
Research question and objectives 

 

Considering the issues presented above, aligning users’ mental models of 

VAs with these systems’ actual capabilities is paramount for VA adoption, and im-

proving VAs’ design characteristics might be essential for such an alignment. As 

explained by Norman (2013), users develop their mental models by relying on the 

system image (perceivable physical cues of the product itself, past experiences, 

advertisements, manuals, etc.), making design aspects vital to developing correct 

mental models. Hence, this research’s primary goal is to identify leading causes of 

users’ misperceptions and offer design recommendations for aligning users' mental 

models of VAs with these systems' real capacities. This research poses the follow-

ing research question: “How can VAs be improved to mitigate gaps between users’ 

mental models and the VAs’ actual capabilities?”. To support such an investigation, 

we aimed to understand 1) the causes for users’ misperceptions of VAs and 2) so-

lutions to deal with the issue. Moreover, the research aims to fulfill the following 

secondary goals (SG): 

1. To gather and understand the characteristics of human-human communica-

tion; 

2. To comprehend the concept of mental models and their impacting factors;   

3. To identify the state-of-the-art of users’ mental models of VAs; 
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4. To explore how developers and researchers of conversational interfaces un-

derstand users’ mental models of VAs; 

5. To identify the main causes that lead to misalignments in users’ mental 

models of VAs; 

6. To identify adequate solutions to deal with the issue of users’ mental models 

of VAs.   

We highlight that we employ the word “developer” in this work to refer to any 

professional working in VA development, and not only those involved in program-

ming. Developers may include interaction and conversational designers, UX writ-

ers, programmers, data analysts, and many others working in VA projects.  

 

1.3.  
Research method and techniques 
 

We applied an exploratory method with a mixed-methods approach to ad-

dress this research's questions and objectives, combining qualitative and quantita-

tive techniques. We conducted a literature review on human conversational prac-

tices, human cognition, and mental models to address specific goals 1 and 2. Then, 

we systematically reviewed the literature to identify the state-of-the-art of users’ 

mental models of VAs (SG3). Based on the literature review, we identified the need 

to explore how developers and researchers of conversational interfaces understand 

users’ mental models of VAs (SG4), and therefore, we conducted exploratory semi-

structured interviews with these professionals. The interviews also served as a prep-

aration for the following research technique: a three-round Delphi study with pro-

fessionals involved in VA development or research. This questionnaire-based study 

aimed to identify the leading causes of misalignments in users’ mental models 

(SG5) and gather solutions to deal with this issue (SG6). The complete description 

of this research’s methodology is presented in chapter 4.  

 

1.4.  
Relevance of the research 
 

Offering recommendations for improving VAs and aligning users’ mental 

models with these systems’ actual capabilities can bring several benefits. Firstly, a 
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variety of studies in the literature have explored issues in users’ perceptions and 

understanding of these interfaces (see chapter 3). However, few publications offer 

concrete solutions to deal with such a matter, and, although some have assessed 

paths to solving the problem, most of these studies evaluated other voice interfaces 

and not VAs specifically (KIM; JEONG; LEE, 2019; KIRSCHTHALER; 

PORCHERON; FISCHER, 2020; MYERS, Chelsea M, 2019). This specificity is 

relevant since VAs are not limited to fixed commands and operate in a much larger 

domain than voice interfaces that serve a specific purpose (e.g., voice-based calen-

dar, receipt assistant, driving assistant).  

In addition, to the extent of our knowledge, the literature still lacks a study 

that aims to find solutions to the users’ mental model issue by gathering profession-

als involved in the research or development of such interfaces. Since they are 

closely involved in VAs’ development (or the research that aids it), they can pro-

pose solutions while keeping development constraints in mind. Furthermore, the 

professionals who took part in this study came from different backgrounds, and 

such a variety of opinions can contribute to the proposed solutions. 

Understanding how users think and conceptualize tasks and tools is vital for 

good interface design of any product (HACKOS; REDISH, 1998). Hence, design 

solutions for improving VAs must consider how to align users' expectations with 

the system's features and functioning. A set of recommendations is necessary to 

support the interaction designers' work, especially for novel products such as VAs, 

which use not only new technology (artificial intelligence and machine learning), 

but also a communication channel rather than the visual (speech). By improving the 

quality of interactions with VAs, these systems’ adoption and usage may also be 

leveraged. Such an effort is essential since VAs can bring various economic and 

social benefits. 

Firstly, VAs offer several economic advantages. According to Liu (2021), 

the transaction value of eCommerce purchases made through VAs has reached 4.6 

billion US dollars worldwide in 2021, and a 400% growth is expected to happen 

until 2023, raising such statistic to 19.4 billion US dollars. For online shopping, 

specifically, VAs are expected to generate a great profit, since 73% of VAs' owners 

have already shopped through the assistants and 31% stated that an interaction with 

a VA influenced them to buy a product (INVOCA, 2018). From 2014 to 2016, the 

use of VAs also caused an increase of 33% in the number of consumers calling 
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sellers after conducting previous research or considering a purchase. Such calls are 

essential since it helps the consumer to decide for the purchase and generate more 

than a trillion dollars in the US (INVOCA, 2018). Additionally, VAs produce profit 

for a vast chain of actors that are a part of its development, implementation, and 

integration with other services. These include developers, cloud storage services, 

IT companies that develop API integrations, hardware manufacturers, and resellers 

(MOAR, 2019).  

VAs also have great potential for accessibility and user experience. They 

benefit from the voice interaction’s characteristics, such as the possibility of moni-

toring complex and specific information without requiring the visual channel, being 

physically distant from the device, and speech’s intuitiveness. Furthermore, voice 

interfaces are ideal for products with small or nonexistent displays, freeing them 

from the need for a visual apparatus, thus, potentially favoring the Internet of 

Things type of products (MEEKER, 2016; PEARL, 2016).  

Accessibility is also a crucial advantage for voice interfaces. The majority 

of visual displays available on the market are not accessible for all types of users. 

Touch-screen smartphones with visual interfaces may present challenges for users 

with visual impairments. Moreover, considering that 6.8% of the Brazilian popula-

tion was illiterate by 2018 (IBGE, 2019), the majority of textual information may 

be excluding for such users. Thus, VAs may present benefits since messages are 

presented through voice responses. Similarly, the complexity of some interactions 

on visual interfaces may pose challenges for elderly users or people with cognitive 

impairment (BALASURIYA et al., 2018; PRADHAN; LAZAR; FINDLATER, 

2020). As interactions are intuitive and straightforward (BHOWMIK, 2015), voice 

interfaces may simplify interactions for specific tasks (MEEKER, 2016), which is 

suitable for accessibility and positive for user experience overall. 

 

1.5.  
Document structure 

 

This document is structured as follows. Chapter 2 outlines users’ commu-

nication with VAs by explaining how voice interactions pattern after human-human 

communication. We present relevant concepts and practices applied by humans in 

their daily conversations, such as Grice’s cooperative principle and mechanisms of 
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conversation exposed in the field of conversation analysis (e.g., turn-taking, adja-

cency pairs, and repair). Furthermore, to understand how language production is 

linked to cognition – which is important for comprehending the concept of mental 

models – we expose how humans process information, solve problems, and make 

decisions. Throughout the chapter, we present various examples to illustrate how 

the concepts relate to users’ interactions with VAs. 

After establishing how users communicate with VAs, we further explore 

users’ mental models of VAs in Chapter 3. The chapter starts by presenting the 

concept of mental models and then presents the results of a Systematic Literature 

Review (SLR) on users’ mental models of VAs. The chapter’s objective is to pro-

vide an overview of the state-of-the-art concerning this issue. The review showed 

that users are not aware of relevant information for data privacy, do not correctly 

understand VAs’ general functioning and actions, and have trouble understanding 

error sources and recovering from failures. Likewise, users have unrealistic expec-

tations for these systems' intelligence and technical, social, and conversational ca-

pabilities. Consequently, users face hardships throughout interactions and get frus-

trated, which leads to the underutilization or complete abandonment of the Voice 

Assistant. At the end of the chapter, we present a diagram describing relevant fac-

tors impacting users’ perceptions.   

Following, in Chapter 4, we report the research method. Such description 

includes the Systematic Literature Review (SLR; section 4.1.), exploratory inter-

views with experts (section 4.2.), and a Delphi study (section 4.3.). As mentioned, 

the SLR’s goal was to understand the literature’s state-of-the-art on users’ mental 

models of VAs. The exploratory interviews with experts had the purpose of survey-

ing how professionals involved in the research and development of VAs perceive 

the issue of users’ mental models. Additionally, the Delphi study – a three-phased 

questionnaire – aimed to support the communication of such professionals in order 

to identify causes and solutions for the mental model issue.  

Thereafter, we proceed to present the research’s results. Chapter 5 reports 

the results of the interviews with the experts. In Chapter 6, we present the results 

of the Delphi study, dividing the chapter into sections according to the study’s 

phases. We discuss the interviews’ and Delphi’s results in light of the literature in 

chapter 7 and present the research’s conclusions in chapter 8. Finally, we present 

the bibliography and this document’s appendixes.  
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Users' communication with Voice Assistants (VAs) 
 

 

 

 

The voice interfaces (PEARL, 2016) that support users' interactions with 

Voice Assistants (VAs), as any type of Human-Machine Interface (HMI), interme-

diate the exchange of information between a human and a system (KROEMER; 

GRANDJEAN, 1997). However, speech interaction makes voice interfaces notably 

different from other interfaces such as Graphic User Interfaces (GUI) or gestural 

interfaces. Since the early days of humanity, the human brain evolved in several 

ways to process and understand speech, leading to a successful and stable percep-

tion of voice by humans (NASS; BRAVE, 2005). Thus, one of the main benefits of 

voice interaction is the speech's intuitiveness, as conversations are natural to human 

beings and are continuously present in users' routines (AMAZON, 2020; 

MEEKER, 2016; PEARL, 2016). 

The advantage of speech for user-VA interaction is possible because people 

tend to easily and naturally apply social rules to Human-Computer Interaction 

(HCI). Nass and colleagues conducted a series of experiments (see NASS; MOON, 

2000; NASS; STEUER; TAUBER, 1994) which demonstrated that users mind-

lessly attribute human characteristics to computers, for example, by expressing po-

liteness, addressing gender stereotypes, and applying notions of "self" and "other" 

(NASS; STEUER; TAUBER, 1994). According to Nass and Moon (2000), 
 
"Mindless behavior (...) occurs as a result of conscious attention to a subset of contex-
tual cues (Langer, 1992). These cues trigger various scripts, labels, and expectations, 
which in turn focus attention on certain information while diverting attention away 
from other information. Rather than actively constructing categories and distinctions 
based on all relevant features of the situation, individuals responding mindlessly prem-
aturely commit to overly-simplistic scripts drawn in the past" (NASS; MOON, 2000, 
p. 83) 
 

The authors argue that users express these types of behavior when the sys-

tem: 1) has words as outputs, 2) provides answers based on users' inputs, and 3) 

performs roles traditionally performed by humans. Since a VA provides spoken 

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



 

 

23 

responses to users' commands and acts as an assistant, it is possible to argue that 

users may mindlessly apply social rules to voice interactions. Additionally, humans 

are unable to suppress natural reactions to speech (NASS; BRAVE, 2005), rein-

forcing that user-VA interaction may present similarities to natural, human-human 

communication. Therefore, as suggested by Nass, Steuer, and Tauber (1994), in-

vestigating social communication principles and understanding its implications for 

human-computer interaction is paramount to design user interfaces.  

This chapter aims to present theories on how conversations are structured 

and the underlying cognitive processes behind human communication. We expose 

conversational theories that have been previously demonstrated to apply to users’ 

interactions with conversational interfaces, such as Grice’s Cooperative Principe 

(GOOGLE, 2017) and the field of conversation analysis (MOORE; ARAR, 2019). 

To illustrate how users’ interactions with VAs fit into such theories, we provide 

hypothetical interactional scenarios. We created such examples based on observa-

tions of user-VA interactions in previous studies (see Motta and Quaresma (2021, 

2022) for a complete description).   

 

2.1. 
Human communication and conversations  
 

Conversations, written or spoken, are human's primary channel for com-

municating in a society. People engage in conversations for various reasons, from 

emotional exchanges to practical, goal-oriented everyday activities. Although con-

versations may feel like an organic action learned since early childhood, human-

human communication is not random. Conversely, human conversations are highly 

methodic (HUTCHBY; WOOFFITT, 1998) and tend to be characterized by the mu-

tual recognition of a common purpose or direction among participants, therefore 

being a cooperative effort (GRICE, 1991).  

 

2.1.1.  
Grice's Cooperative Principle 

 

According to Grice (1991), people tend to be cooperative with their conver-

sational partner and apply a set of rules to do so, except for cases in which the 
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speaker intentionally violates them (e.g., irony, lies, metaphors). The author defines 

this tendency as the Cooperative Principle: "make your conversational contribution 

on such as is required, at the stage at which it occurs, by the accepted purpose or 

direction of the talk exchange in which you are engaged" (GRICE, 1991, p. 26). To 

adhere to the Cooperative Principle, talk exchanges usually regard a range of max-

ims, comprised of four categories:  

1. Quantity - Provide the right amount of information necessary to convey a 

message: nor too little, nor too much. 

2. Quality - Do not say information considered to be false or which lacks evi-

dence to be supported. 

3. Relation - Provide relevant information to the conversation at hand. 

4. Manner - Express a message in a comprehensible manner by avoiding ob-

scurity of expression, ambiguity, prolixity, and unorderly exposition. 

In accordance with the before-mentioned proneness of people to apply social 

norms to HCI, it is possible to observe situations in which users are cooperative and 

follow the maxims to communicate with VAs (or, at least, try to). Although some 

users may use VAs as a source of entertainment (i.e., jokes), these systems are 

mostly used to perform practical tasks and are valued for the rapidness of their in-

teraction (PEARL, 2016). Thus, it could even be counterproductive to violate the 

conversational maxims, as making commands excessively long would slow down 

interactions, and providing the VA with false, irrelevant, or incomprehensible in-

formation will likely result in an error. 

For example, if a user wants to set up a reminder to call someone, they may 

obey the maxims of quantity and say, "remind me to call Joey at 8 am", rather than 

adding unnecessary information such as, "remind me to call Joey, who is my boy-

friend, at 8 am since I know this is the time he wakes up". Likewise, if a user wants 

to listen to The Beatles' "Yesterday," it is unlikely that they would intentionally 

violate a maxim of quality and say, "Play 'Yesterday' by Beyoncé." Similarly, if, 

while scheduling an appointment to the calendar, the VA asks, "when is the ap-

pointment?", users will probably follow the maxim of relation and answer, "No-

vember third at nine o'clock" instead of deliberately saying something irrelevant 

such as "Pizza." In the last example, if a user wants to follow the maxims of manner, 

they may even try to mitigate ambiguity by saying, "November third at 9 pm".  
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It is necessary to point out that Grice (1991) also explains that participants 

of human-human conversations unintentionally violate a maxim on occasions. Sim-

ilarly, even though VA users may (mindlessly) intend to be cooperative and follow 

Grice's maxims, they may not always succeed in doing so. Consider figure 2.1: 

 
Figure 2.1 – User-VA dialogue 1. Source: the authors. 

 

In this situation, the user adds a meeting to the calendar, but the VA misrec-

ognized the appointment's location. Then, they try to edit the event by specifying 

"the last event created," arguably trying to provide enough information to the VA 

and avoid ambiguity. However, instead of editing the event, the VA performs a web 

search for locations, maybe because it could not correctly "interpret" the user's ref-

erence to a past interaction (last event). Thus, the user was unsuccessful in evaluat-

ing the right quantity of information to complete the task and the correct manner of 

speaking to the VA. In turn, the VA failed to present a relevant response to the user 

correctly. Situations such as this suggest that there might be a gap between behav-

iors believed to be cooperative by users and VAs.  

The examples provided in this section illustrate how users may mindlessly 

(try to) follow Grice's Cooperative Principle and maxims when communicating 

with VAs. Nevertheless, these conversational rules are more related to the mes-

sage's content than to the structure of a conversation. The following section will 

present the structure of conversations according to the Conversation Analysis filed 
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and show why user-VA interaction may follow similar patterns to human conver-

sations.  

 

2.1.2. 
Conversation Analysis  
 

The field of Conversation Analysis, originated from sociology, is defined 

by Hutchby and Wooffitt (1998, p. 13) as "(...) the study of talk. More particularly, 

it is the systematic analysis of the talk produced in everyday situations of human 

interaction: talk-in interactions". The field considers the utterances spoken through-

out a conversation (or a talk-in interaction) as a means for speakers to accomplish 

a goal when interacting with others. Additionally, conversation production is me-

thodic, resulting in systematic and deeply ordered talk exchanges (HUTCHBY; 

WOOFFITT, 1998). The following subsections present some of the key concepts, 

initially defined by Sacks and colleagues (SACKS; SCHEGLOFF; JEFFERSON, 

1974; SCHEGLOFF; JEFFERSON; SACKS, 1977; SCHEGLOFF; SACKS, 

1973), that characterize how people structure conversations.  

 

2.1.2.1.  
Turn-taking 

 

The first important notion about conversations is their organization in turns, 

in a process defined as turn-taking. Sacks, Schegloff, and Jefferson (1974) explain 

that turn-taking is a type of organization used to order a series of social activities 

(e.g., games, customer service, traffic), including talk exchanges.  

The authors provide a systematic model for describing turn-taking, showing 

that, in conversations, speaker change is recurrent and one speaker talks at a time, 

although there are brief occurrences in which multiple participants may speak sim-

ultaneously. Furthermore, the transitions between speakers' turns happen with as 

little gap (silence) or overlap (interruption) as possible, and both turn order and turn 

size are not fixed. Likewise, the length and content of conversations, the number of 

participants, and the turn distribution are not predefined. To select a conversation's 

next speaker, participants use turn-allocation techniques. Moreover, talks are not 

necessarily continuous and are composed of several turn-constructional units. 
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Finally, speakers may employ repair mechanisms when errors or violations occur 

(see subsection 2.1.2.3 for further repair definitions; SACKS; SCHEGLOFF; 

JEFFERSON, 1974). 

Considering this definition of turn-taking, it is possible to identify similari-

ties of human-human conversation to user-VA interaction. Firstly, voice interaction 

is essentially organized in turns: a back-and-forth style conversation between user 

and VA. Also, the system must, ideally, not interrupt the user (overlap), although 

the opposite is not true. Nevertheless, as pointed out by Moore & Arar (2019), not 

all features of talk-in interactions can be observed in the interaction with virtual 

agents. Since VAs need to process users' inputs, there is a gap between turns, and 

VAs' utterances (or range of utterances) are specified in advance by its developers. 

Additionally, the number of participants is unlikely to exceed two (VA and one 

user), as virtual agents still struggle with multi-party interactions (MOORE; ARAR, 

2019). 

 

2.1.2.2.  
Adjacency pairs  
 

To identify the aspects that indicate the opening and closing of a conversa-

tion, Schegloff and Sacks (1973) presented the concept of adjacency pairs. Accord-

ing to the authors, adjacency pairs are a set of two utterances in which the first pair 

part requires a second, complementary part uttered by a different speaker. The sec-

ond utterance does not need to follow the first pair part instantly to characterize an 

adjacency pair, but it must happen after the first utterance. Therefore, a relevant 

characteristic of adjacency pairs is their sequential implicativeness, that is, when 

speaker A produces the first part of an adjacency pair, they "projects for the sequen-

tially following turn [speaker B's answer] the relevance of a determinate range of 

occurrences (be they utterance types, activities, speaker selections etc.)" 

(SCHEGLOFF; SACKS, 1973, p. 296). Question-answer, greeting-greeting, and 

offer-acceptance/ refusal combos are examples of adjacency pairs.  

Due to its sequential implicativeness, Schegloff and Sacks (1973) argue that 

an essential feature of the adjacency pairs is that they allow speakers to present their 

comprehension and sense-making of the conversation. Hence, B's response (second 

part) to A's utterance (first part) supports B in showing whether they understood 
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A's intention and aids A in identifying whether B comprehended and accepted their 

utterance. This characteristic of adjacency pairs may present significant implica-

tions for voice interface design. 

As voice interactions are composed of user input and system output, they 

are a set of adjacency pairs by nature. In some interactions, the first pair part is the 

user command, and the second is the VA response (figure 2.2): 

 
Figure 2.2 – User-VA dialogue 2 (Adjancency pair). Source: the authors. 

 

Nevertheless, VAs responses may also initiate a new adjacency pair by pos-

ing a question to the user in order to perform a request (figure 2.3): 
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Figure 2.3 – User-VA dialogue 3 (Adjacency pair). Source: the authors. 

As parts of an adjacency pair, VA responses have the intrinsic role of dis-

playing the system's "understanding" of users' commands. To better visualize this, 

consider the first example (figure 2.2) presented above. The VA response appropri-

ately answers the user's question, pointing to three implications: 1) the user's input 

was correctly captured, 2) the VA was able to understand the user's intention, and 

3) the VA can perform the required action. As for the second situation (figure 2.3), 

the system output implicates 1 and 2, but by asking for additional details, it suggests 

that the information provided by the user was insufficient. Nevertheless, by creating 

a new adjacency pair, the VA indicates that further user action is needed and even 

directs the user to an appropriate type of answer (benefiting from sequential implic-

ativeness). 

Therefore, the nature of voice interaction as a group of adjacency pairs is 

influential for VA design since system responses become a means for users to com-

prehend VAs' interpretation of their commands. As will be discussed throughout 

this chapter, such a characteristic may be vital to mitigating errors throughout in-

teractions. 

 

2.1.2.3.  
Repair  
 

Throughout daily conversations, issues constantly happen. People may vio-

late the Cooperative Principle, mispronounce words, or even interrupt their 
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conversational partner. The comic below, inspired by a popular video, depicts a 

funny misunderstanding in a conversation between God and an angel (figure 2.4): 

 

 
Figure 2.4 - A case of conversation repair. Adapted from a popular video1 (PETERSEN, 2020). Illus-

tration by Luiza Dias.  

 

The dialogue above is merely a joke, but it creates humor by illustrating the 

type of conversational failure that requires what Schegloff, Jefferson, and Sacks 

(1977) define as repair. According to the authors, when speakers are faced with 

issues in conversations, they try to fix them by correcting trouble sources. Although 

it was a little too late for the dinosaurs, a simple utterance such as "what?" is suffi-

cient to initiate repair. 

Schegloff, Jefferson, and Sacks (1977) consider repair as an action that gen-

erates a reaction, and therefore it can be divided into initiation and outcome (be it 

successful or not). Initiation concerns the conversational party who starts the repair 

action, which may be self-initiated or other-initiated. Differently, the outcome is 

related to the speaker that finishes the repair action (SCHEGLOFF; JEFFERSON; 

SACKS, 1977). Speakers may achieve outcomes through self-repair, conducted by 

 
1 https://www.tiktok.com/@lizemopetey/video/6870511001536646405 (PETERSEN, 2020) 
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speakers themselves, or other-repair, conducted by the conversational partner. 

Thus, the speaker who initiates repair is not necessarily the same who finishes it. 

Schegloff, Jefferson, and Sacks (1977) comprise repair attempts into the fol-

lowing categories: 

1. Self-initiated self-repair: Speaker A signalizes an issue in his own turn and 

corrects it themselves. 

2. Other-initiated self-repair: Speaker B signalizes an issue in speaker A's 

turn, but speaker A is the one who corrects it. 

3. Self-initiated other-repair: Speaker A signalizes an issue in his own turn, 

but speaker B is the one who corrects it. 

4. Other-initiated other-repair: Speaker B signalizes speaker an issue in 

speaker A's turn and corrects it. 

5. Self-initiated failure: Speaker A tries to initiate repair of an issue in his own 

turn, but both A and B cannot repair the conversation. 

6. Other-initiated failure: Speaker B tries to initiate repair of an issue in 

speaker A's turn, but both A and B cannot repair the conversation. 

As discussed before, users' interactions with VAs are not always successful 

and eventually require repair. The literature provides evidence that users of voice 

interfaces apply strategies to deal with query misrecognition, indicating attempts to 

repair the conversation (for a review, see chapter 3, section 3.2.3). Some examples 

of repairs in user-VA interactions are shown below (figure 2.5; for the sake of dif-

ferentiating between human-human and user-VA conversations, repairs will be ad-

dressed as "user"- and "VA"-initiation and repair): 
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Figure 2.5 – Types of user-VA conversation repair. Red = issue; Blue = repair initiation; Green = 

repair. Source: the authors. 

 

As can be observed in the dialogues above, both users and VAs may initiate 

and conduct the repair. However, instances in which users repair the interaction 

may be more frequent since, in most cases, VAs are not "aware" of their own mis-

takes (otherwise, they would not have performed that action in the first place). Even 
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in situations in which the assistant can identify an error (e.g., example 4), it might 

not be capable of correcting the user, as VAs can perform a wide range of tasks, 

and predicting what a user wants to say might be troublesome.  

Hence, the before-mentioned role of system responses as parts of adjacency 

pairs may be essential to repairing interactions, as they communicate VAs' under-

standing of users' commands. In VA-initiated user-repairs (example 2), the system 

response indicates the need for correction and provides a cue for handling the issue, 

highlighting that appropriate system responses may be vital for successful interac-

tions between users and VAs. 

 

This section presented theories of how human-human conversations occur. 

It was shown that talk exchanges are a cooperative effort among speakers, achieved 

through a series of conversational maxims. Moreover, an essential aspect of con-

versations is their sequential order, that is, talk-in interactions are constituted of 

turns that are linked to make definitive sequences. These sequences can demon-

strate speakers' understanding of the last turn, both in terms of a message's content 

(by inference) and the turn's completion (HUTCHBY; WOOFFITT, 1998). Finally, 

when issues happen, people are naturally prone to initiate repair. 

Nevertheless, to fully comprehend users' communications with VAs, it is 

necessary to investigate their conversational behavior and the underlying cognitive 

processes that lead to such actions. The next section aims to present key concepts 

to language production and user-VA interaction: information processing, problem-

solving, and decision-making. 

 

2.2.  
Conversations and Cognition 

 

The way people talk, which follow the structures and conventions presented 

before, is a product of the human mind's cognitive processes. The first of these 

actions is called language processing: how people deal with the verbal messages 

(be it oral or written) they receive. According to Massaro (1975), language pro-

cessing follows some stages between abstraction and meaning attribution to a re-

ceived stimulus (i.e., speech). These stages are part of a more comprehensive pro-

cess defined as information processing. 
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2.2.1.  
Information processing 

 

The cognitive action of information processing is responsible for the per-

ception and meaning attribution of all stimuli that people receive. According to 

Wickens et al. (2014), there are three stages to information-processing: perception, 

transformation of information, and response selection. To illustrate this cognitive 

process, consider the simple dialog above between a user, Steve, and Siri: 

 
Figure 2.6 – User-VA dialogue 4. Source: the authors. 

 

As for any information humans receive, interactions with VA also go 

through information processing. Firstly, information is gathered by the sensory sys-

tems (i.e., ears) and perceived through a meaningful interpretation based on prior 

knowledge. The perception stage comprises three usually simultaneous perceptual 

processes: bottom-up feature analysis, unitization, and top-down processing. Wick-

ens et al. (2014) explain that information is firstly analyzed through a bottom-up 

process, which relies exclusively on the stimulus itself (e.g., phonemes of spoken 

messages) rather than on past experiences. Nevertheless, as the stimuli occur jointly 

and are familiar to humans due to previous experiences, information becomes unit-

ized (e.g., words, phrases), making the perceptual processing faster and more auto-

matic. Finally, top-down processing performs inferences about an event based on 
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expectations derived from past experiences kept in long-term memory (e.g., the 

message).  

In the example above, after Steve received Siri's response by his auditory 

system, his perception stage began with the identification of the phonological char-

acteristics of the auditory message (i.e., disconnected phonemes: yo͞o SHo͝od tāk an' 

əmˈbrelə). Then, in the unitization phase, the perceived sounds started coming to-

gether to form words and phrases (e.g., əmˈbrelə stands for "umbrella"). As for the 

final perception stage, Steve relied on past experiences with the same type of stimuli 

(i.e., conversations, interactions) to make inferences about the message. Hence, 

knowing what "you", "should", "take", "an", "umbrella" means, Steve inferred that 

Siri is talking about the act of carrying the object umbrella. 

Following perception, information is manipulated in working memory, 

which creates more permanent representations of information and retrieves familiar 

information from long-term memory. This stage is when people actually think or 

interpret information. For language processing, this stage attributes meaning for 

messages, makes inferences about the implication of these messages, and aids the 

decision of response approaches (WICKENS; LEE; LIU; BECKER, 2014). 

It is necessary to note that two components are essential to information pro-

cessing and, specifically, for information transformation: working memory and 

long-term memory. Wickens et al. (2014) define working memory as a type of 

memory storage responsible for temporarily holding limited amounts of infor-

mation to be rehearsed or cognitively transformed. Contrarily, long-term memory 

is a mechanism to hold information for longer periods and retrieve such information 

(retrieval). Wickens et al. (2014) define the process of storing information in long-

term memory as learning, in which working-memory is responsible for forming 

meaningful associations to be stored. Long-term memory's structure is associative: 

semantic networks keep related pieces of information in organized sections. One 

way information can be organized in long-term memory is through mental models 

(see chapter 3 for a complete definition). 

As for Steve's interaction, he interprets what has been perceived in his work-

ing memory while retrieving information from long-term memory to aid his inter-

pretation. Although Siri did not directly answer his question by saying "yes, it will 

rain", it implied this information by advising him to take an umbrella. Based on 

Steve's previous interactions and Siri's response, he uncovers two implications: 1) 
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Siri understood his command and was able to present a correct answer, and 2) It 

will rain.  

Therefore, the information transformation stage is closely related to the sys-

tem responses' role as a source of users' understanding of the system (as previously 

mentioned for the concept of sequential implicativeness; section 2.1.2.2). Users in-

terpret messages and make implications about the system based on their previous 

knowledge and interactions, and then select a response to such an action.  

Finally, the last stage of information processing is response selection and 

execution, which usually produces new information to be perceived, creating a 

feedback loop. In the case above, Steve decided not to answer Siri, as it completed 

the task. However, had Siri posed a new question (e.g., For which city?), Steve 

would have to answer the assistant, which would, in turn, provide more information 

for Steve to process. 

Figure 2.7, retrieved from Wickens et al. (2014), summarizes the infor-

mation processing action: 

 
Figure 2.7 - A model of human information processing. Retrived from Wickens et al. (2014, p. 102). 

 

As shown above, information processing is relevant for studying user-VA 

interactions since it is intrinsically related to language processing and response se-

lection. Furthermore, information processing affects other cognitive activities that 
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impact conversation repairs, such as problem solving, troubleshooting, and decision 

making (HUTCHBY; WOOFFITT, 1998). The next section aims to present such 

concepts and their implications for VA design. 

 

2.2.2.  
Problem solving, troubleshooting, and decision making 

 

Problem solving and troubleshooting are cognitive phenomena in which a 

human applies a series of often unconscious cognitive operations to go from an 

"initial state" to a "goal state" (WICKENS; LEE; LIU; BECKER, 2014), and which 

path between these stages are often unknown (LETHO; NAH; YI, 2012). Wickens 

et al. (2014) argue that troubleshooting differs from problem solving due to its focus 

on identifying a problem rather than finding a solution. Thus, although it is not 

always necessary to diagnose a problem to solve it (e.g., adding several ingredients 

to a soup until it tastes good), troubleshooting is usually a part of problem solving. 

Furthermore, while troubleshooting involves the performance of diagnosing tests 

to identify an issue (e.g., tasting the soup), problem solving often requires solutions 

to be employed (e.g., adding salt).  

Closely related to problem solving, decision making is a process with a rel-

atively long timeframe that involves selecting one among several options based on 

some knowledge about this alternative. Moreover, the outcome of the choice to be 

made is uncertain (WICKENS; LEE; LIU; BECKER, 2014). According to Letho et 

al. (2012), problem solving and decision making are overlapping processes since 

decision making can be considered problem solving and vice-versa. The authors 

argue that both consist in "a state of not having a selection toward a state with a 

selection" and "choosing a path out of potential paths or generating alternatives" 

(LETHO; NAH; YI, 2012, P. 230).  

Considering these similarities, it can be argued that both issuing commands 

and repairing interactions are decision-making/ problem-solving activities. Users 

want to achieve a goal (e.g., search for information online) and, to do so, they need 

to choose how to speak their commands and find solutions to eventual failures. 

Therefore, interactions with VAs are as intrinsically related to information pro-

cessing as these cognitive actions. Figure 2.8 illustrates how decision making/ prob-

lem solving overlaps with information processing.  
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Figure 2.8 - Information processing and decision making. Retrieved from Wickens et al. (2014, p. 

143). 

 

Returning to the last section's example, Siri could have posed another ques-

tion for the user, such as "For which city?". In this case, Steve would have to go 

through a decision-making process to answer.  

Wickens et al. (2014) explain that external cues are received and perceived 

into working memory and then used to create hypotheses or diagnoses that attribute 

meaning to such cues concerning a system's current or future states. This process is 

supported by long-term memory. In the example, Steve could hypothesize that Siri 

could not complete the task due to lack of information (h1) or misrecognized his 

command and performed another task (h2), which are common issues during his 

interactions with VAs.  

After that, the likelihood of these hypotheses' correctness is evaluated in 

working memory, and possible plans or actions are retrieved from long-term 

memory (WICKENS; LEE; LIU; BECKER, 2014). To do so, the user may con-

sider, for example, the visual feedback written on his iPhone screen, showing that 

Siri correctly captured and recognized his command. Therefore, h2 could be con-

sidered less likely, and the user may proceed to evaluate actions based on h1. 

The possible outcomes for such actions are also assessed to decide which 

path to take (WICKENS; LEE; LIU; BECKER, 2014). Due to information stored 

in his long-term memory, Steve probably knows that weather variates in different 
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locations. Hence, he might decide that Siri needs his location to provide correct 

weather data and proceeds to answer "Rio de Janeiro." 

After a decision is made, new cues from the exterior (Siri) are provided as 

feedback, updating the operator's situation assessment and aiding the decision to 

conduct further actions. That is, when Siri completes the task by providing weather 

information for Rio de Janeiro city, Steve knows he made the correct decision. 

 

As argued throughout this chapter, similar characteristics of human com-

munication can be observed in users' interactions with voice assistants. This ten-

dency means that users try to be cooperative and apply conversational rules to their 

commands, and also try to repair mistakes as they happen. Thus, as users are experts 

in engaging in conversations, interactions should be intuitive and with few errors. 

Notwithstanding, the literature shows that errors are recurrent in user-VA interac-

tion. 

A survey conducted by Ipsos (WHITE-SMITH et al., 2019) showed that 

23% of the participants agreed that the recognition of their commands by VAs are 

not very good. Accordingly, Maués (2019) gathered users' opinions on personified 

virtual assistants through focus groups and identified that the participants had a 

strong perception that their assistants had problems interpreting and fulfilling com-

mands. Such errors throughout interactions may cause frustration for users 

(KISELEVA et al., 2016b; LOPATOVSKA et al., 2019; PURINGTON et al., 

2017) and ultimately impact VA adoption (BURBACH et al., 2019; MCLEAN; 

OSEI-FRIMPONG, 2019; MORIUCHI, 2019). 

The questions that arise from these findings are: If users actively attempt to 

provide good commands, why do so many errors occur in interactions with VAs? 

Also, if users are willing to repair issues throughout interactions, why are they fre-

quently unable to recover from system errors? The answers to these questions may 

lay in two essential components presented in this chapter: 1) users' understanding 

of VAs, stored in their long-term memory and 2) VA responses, a part of the adja-

cency pair mechanism used for sense-making in conversations. Users' perceptions 

of VAs seem to be influential for their decisions on how to issue their commands 

while respecting the Cooperative Principle. Likewise, VA responses are sources of 

information for users to perceive, interpret, and make implications, and thus may 

affect problem-solving actions such as conversational repairs. 
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Considering these possibilities, the next chapter will present the concept of 

mental models - users' understandings of how a system works - and discuss its im-

plications for VA design. Moreover, the state of the art of users' mental models of 

VAs will be presented, and potential issues around the topic will be discussed.  
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3 
Mental Models and Voice Assistants  

 

 

 

 

The previous chapter presented human communication tendencies and how 

they are related to user-VA interaction, as well as the underlying cognitive pro-

cesses behind conversations. As discussed, information stored on users' long-term 

memory, collected from past interactions, are essential for users to understand how 

to use VAs and repair failed interactions. This chapter aims to define mental mod-

els, users' cognitive organization of such past experiences, and discuss the design 

implications of these models. In addition, this chapter intends to present the current 

state of the art of users' mental models of VAs, identified through a systematic lit-

erature review (SLR; see chapter 4 for the detailed methodology).  

 

3.1.  
Mental models in Human-Computer Interaction 

 

Mental models are a type of conceptual model people create to represent 

how a product or system works, although it may not necessarily match the actual 

system functioning (NORMAN, 2013). More specifically, mental models comprise 

a set of expectations about a system's components, functioning, and proper usage 

(WICKENS; LEE; LIU; BECKER, 2014). Correct mental models help users pre-

dict a system's behavior and comprehend its actions in unforeseen situations. Oth-

erwise, poor models may lead to a decreased understanding of the system's func-

tioning, which might be problematic for unexpected interactions (NORMAN, 

2013).  

Wilson and Rutherford (1989) explain that users create their mental models 

"based on previous experience as well as current observation, which provides most 

(if not all) of their subsequent system understanding and consequently dictates the 

level of task performance." (WILSON; RUTHERFORD, 1989, p. 3). Similarly, 

Norman (2013) argues that users rely on available information to form their mental 
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models: perceivable physical cues of the product itself, past experiences, advertise-

ments, manuals, and others. The combination of these factors is defined by the au-

thor as the system image and highlights the role of a product's design for users to 

develop correct mental models. 

Norman (2013) proposed the diagram illustrated in figure 3.1 to show that 

designers, users, and the system image comprise three vertices of a triangular rela-

tionship. Designers have their own conceptual models of an object (a) but, as the 

product is no longer with them, it becomes an isolated vertex (b), represented only 

by its physical structure (i.e., the system image). While designers wish that users' 

conceptual models (c) are equal to their own, it is usually impossible for users to 

communicate with designers. Therefore, users are left to make inferences based on 

their interactions with the product itself, highly relying on the system image.  

 
Figure 3.1. – Norman's diagram of conceptual models. Adapted from Norman (2013, p. 68). 

 

The concept of system image may be related to the last chapter's discussions 

concerning the role of VA responses for users' interactions. As for VAs, the system 

image may differ for different devices. A smart speaker such as Amazon Echo has 

its system image composed not only of the device's hardware but also from Alexa's 

voice, system outputs, documentation, and Alexa's app, which works as visual 
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support. Differently, VAs on smartphones such as Siri may also have their system 

image composed of information on the device's screen, as illustrated by figure 3.2.  

 

 
Figure 3.2. - Siri's interface. Check the weather (a) and to Add an appointment to the calendar (b). 

 

Mental models are closely related to how people perform tasks. Norman 

(2013) argues that when users interact with a product, 

 
they face two gulfs: the Gulf of Execution, where they try to figure out how it 
operates, and the Gulf of Evaluation, where they try to figure out what happened. 
[…] The Gulf of Evaluation reflects the amount of effort that the person must make 
to interpret the physical state of the device and to determine how well the expecta-
tions and intentions have been met (NORMAN, 2013, p. 77).  

 

According to the author, a designer's job is bridging such gulfs, that is, mak-

ing them small by providing clear and objective information about the system op-

eration and states. Both gulfs are bridged through the use of conceptual models, as 

well as signifiers and constraints (Gulf of Execution) and feedback (Gulf of Evalu-

ation).  

To illustrate this, a hypothetical scenario of a users' interaction with Alexa 

will be considered. The user wants to set the alarm clock for the following morning 
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and decides to ask Alexa. They know, from previously collected information (sys-

tem image), that Alexa can perform such a task (mental model). The user is also 

aware that they need to say the wake-word "Alexa" before issuing their request 

(mental model), as learned from the device's initial setup (signifier/ gulf of execu-

tion). Therefore, they say, "Alexa, wake me up tomorrow at 7 am", but Alexa gives 

no response (lack of feedback). From past interactions, they know that the Echo 

turns on a blue light when Alexa is capturing user input (mental model), and there-

fore concludes that they were not heard and need to issue their command again (gulf 

of evaluation).  

The previous example shows the importance of both mental models and de-

sign aspects that compose a system's image. If the user did not have a correct mental 

model of the system operation (i.e., blue lights indicate turn-taking), they would not 

have been able to recover from Alexa's error (i.e., failure to capture the command). 

At the same time, have design aspects been absent (i.e., no lighting mechanism has 

been implemented), the user's evaluation of the system state would not have been 

possible. Therefore, design aspects must form a system image that leads users to 

develop correct mental models of a product, which bridges both the gulf of execu-

tion and evaluation. 

 

3.2.  
Users' mental models of Voice Assistants 

 

Designing products that align users' perceptions with actual system capacity 

is essential for a product's usability. To help developers match users' expectations 

with VAs' capacity, it is first necessary to understand how these mental models can 

be described and identify potential misinformation sources. Although some studies 

have pointed out issues around users' mental models of VAs (CHO; LEE; LEE, 

2019; LUGER; SELLEN, 2016), to the extent of our knowledge, no systematic re-

view has been conducted to identify patterns and discrepancies on this topic across 

the literature. Thus, a systematic literature review (SLR) was conducted to identify 

the state of the art of users' mental models of VAs. 

The SLR aimed to answer the following research questions (RQs): 

• RQ1: How can users' mental models of VAs be described in terms of system 

features, functioning, and way to use? 
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• RQ2: How does previous experience with VAs affect users' mental models? 

We created this RQ since the literature indicates that users' mental models 

may vary according to previous system experience (NORMAN, 2013; 

WICKENS; LEE; LIU; BECKER, 2014).  

We collected 557 primary studies and accepted 57 based on inclusion and ex-

clusion criteria and a quality assessment checklist (see chapter 5 for the methodol-

ogy). This section reports the findings from the full-text revision of these 57 pri-

mary studies, divided into five findings’ groups. For the first research question, we 

created three major groups following Wickens et al.'s (2014) definition of mental 

models: 1) users’ expectations for VAs’ features, 2) users’ understanding of VAs’ 

functioning, and 3) users’ perceptions of VAs’ usage. Nevertheless, as we observed 

during the analysis that the "learning" topic was found for all three categories, we 

added the extra category "4) users’ learning practices". Group 5 comprised contri-

butions to the second RQ. At the end of this chapter, we summarize the results by 

presenting a framework illustrating the impacting factors for users’ mental models 

of VAs according to the SLR.  

 

3.2.1. 
Users’ expectations of VAs’ features 

 

Group 1 comprises users’ expectations of features supported by VAs and 

tasks they can or wish to accomplish with these interfaces. The first emerging topic 

was the relationship between physical spaces and users’ expectations for VAs’ fea-

tures. Through a survey, Cambre et al. (2020) asked users to imagine future VA 

usage scenarios and observed that participants pictured assistants as bearing sepa-

rate identities and capable of moving freely through devices to achieve tasks. Sim-

ilar results were found by Lee, Cho, and Lee (2020), who assessed the effects of a 

smart speaker’s physical presence on users’ mental models. The authors observed 

that, in the presence of visible devices, users perceived VAs as separate entities and 

attributed different roles and expertise according to their placement. 

This relationship may encompass not only users’ perceptions of VAs’ roles 

but also their usage behavior. Abdolrahmani et al. (2020) interviewed legally blind 

users and identified that they employ different devices to perform varied task types 

based on each device’s perceived strengths. Li, Rau, and Huang (2019) observed 
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through a Wizard-of-Oz experiment that users believe VAs should provide more 

services in living spaces than in workspaces, and such understanding ultimately 

influenced their willingness to disclose information to VAs. Likewise, Lopatovska 

et al. (2019) reported that users who placed smart speakers in kitchens or living 

rooms had different task usage patterns than users who placed their devices in bed-

rooms. Accordingly, users’ surroundings and a command’s nature seem to affect 

their usage behavior (KENDALL; CHAUDHURI; BHALLA, 2020). Porcheron et 

al. (2018) argue that users are often surrounded by third parties and need to account 

for social settings while interacting. Issues related to background noise and, espe-

cially, a sense of social embarrassment to interact in front of others have been 

shown to undermine interactions (BALASURIYA et al., 2018; COWAN et al., 

2017; LOPATOVSKA; OROPEZA, 2018; PARK; LIM, 2020; TRAJKOVA; 

MARTIN-HAMMOND, 2020).  

The second emerging topic is that users’ utilization of features is limited to 

a set of tasks. Commonly used features reported in the literature are playing music, 

checking the weather, and setting timers, alarms, and reminders (AMMARI et al., 

2019; CHO; LEE; LEE, 2019; GARG; SENGUPTA, 2020; HUXOHL et al., 2019; 

LOPATOVSKA; OROPEZA, 2018; LUGER; SELLEN, 2016; OH; CHUNG; JU, 

2020; PRADHAN; MEHTA; FINDLATER, 2018; PRIDMORE et al., 2019; 

TRAJKOVA; MARTIN-HAMMOND, 2020; WEBER; LUDWIG, 2020; YANG; 

AURISICCHIO; BAXTER, 2019). Users also utilize VAs for looking up infor-

mation such as recommendations on places to eat or visit, recipes, information 

about sports and culture, and for learning-related activities. Another frequently 

mentioned task in the literature is controlling Internet of Things (IoT) devices such 

as lights and thermostats (AMMARI et al., 2019; CHO; LEE; LEE, 2019; GARG; 

SENGUPTA, 2020; HUXOHL et al., 2019; KENDALL; CHAUDHURI; 

BHALLA, 2020; LOPATOVSKA et al., 2020; LOVATO; PIPER; WARTELLA, 

2019; PRADHAN; MEHTA; FINDLATER, 2018; PRIDMORE et al., 2019; 

WEBER; LUDWIG, 2020; YANG; AURISICCHIO; BAXTER, 2019). Moreover, 

VAs are used for entertainment purposes such as telling jokes, playing games, and 

exploring the VAs’ personality, particularly by children and people with intellectual 

disabilities (BALASURIYA et al., 2018; CHO; LEE; LEE, 2019; FESTERLING; 

SIRAJ, 2020; GARG; SENGUPTA, 2020; KENDALL; CHAUDHURI; BHALLA, 

2020; LOVATO; PIPER; WARTELLA, 2019; PRIDMORE et al., 2019; 
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TRAJKOVA; MARTIN-HAMMOND, 2020; WEBER; LUDWIG, 2020). Addi-

tionally, studies focusing on people with disabilities identified other uses for VAs, 

such as productivity-related tasks (e.g., writing emails, managing a calendar) and 

safety improvements (AMMARI et al., 2019; PRADHAN; MEHTA; 

FINDLATER, 2018). 

Although the literature indicates the underutilization of VA tasks, users per-

ceive the features supported by VAs to be insufficient to their needs. Primary studies 

showed that users consider available tasks insufficient or useless, letting down their 

initial expectations and leading to frustration, abandonment of the VA, underutili-

zation of features, and perceptions of VAs as toys (BENETEAU et al., 2020; CHO; 

LEE; LEE, 2019; OH; CHUNG; JU, 2020; PRADHAN; MEHTA; FINDLATER, 

2018; TRAJKOVA; MARTIN-HAMMOND, 2020; WEBER; LUDWIG, 2020). 

VAs have also been judged limited compared to humans, not trustworthy even for 

simple tasks due to inconsistent performance, and to lack accessibility (COWAN et 

al., 2017; PRADHAN; MEHTA; FINDLATER, 2018). 

In line with the previous topic, we observed that users wished VAs could do 

more. These requests included controlling mental and physical health states for el-

ders and people with disabilities, enabling macros and logic-based commands, im-

proving hardware, increasing home safety, and managing family schedules 

(CLARK; PANTIDI; et al., 2019; HUXOHL et al., 2019; LOPATOVSKA et al., 

2020; PARK; LIM, 2020; TRAJKOVA; MARTIN-HAMMOND, 2020; WEBER; 

LUDWIG, 2020). The most prominent of users’ aspirations was integration with 

IoT devices, including offline modes. Users desire a smart home full of IoT devices, 

valuing the VA as an agent that brings together all products without requiring ac-

cess to multiple third-party apps (AMMARI et al., 2019; CAMBRE et al., 2020; 

CHO; LEE; LEE, 2019; HUXOHL et al., 2019; LOPATOVSKA et al., 2020; OH; 

CHUNG; JU, 2020; PRADHAN; MEHTA; FINDLATER, 2018; WEBER; 

LUDWIG, 2020). 

Moreover, the SLR indicated users’ desire for developing personal rela-

tionships with VAs. This topic comprised two distinct aspirations. The first is a wish 

for customization and personalization and integration with other products and ser-

vices  (ABDOLRAHMANI et al., 2020; COWAN et al., 2017; HUXOHL et al., 

2019; LOPATOVSKA et al., 2020; WEBER; LUDWIG, 2020). The second is to 

develop an emotional relationship with the VA, a theme in which findings were 
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heterogeneous across primary studies. Cho, Lee, and Cho (2019) conducted a long-

term study by observing participants’ interactions and gathering users’ opinions 

about Alexa. Users aspired to have a unique, distinguishable agent who could en-

gage in emotional exchanges and develop relationships with users. Similarly, Park 

and Lim (2020) asked families to propose an imaginary VA and identified that the 

hypothetical assistants had an essential role in family dynamics: aiding family con-

versations, supporting resting rituals, managing family memories, and repairing 

emotional conflicts. Other studies strengthen the perceptions of VAs as a family 

member, companion, or at least as a social entity (CAMBRE et al., 2020; GARG; 

SENGUPTA, 2020; OH; CHUNG; JU, 2020; PRADHAN; MEHTA; 

FINDLATER, 2018; TRAJKOVA; MARTIN-HAMMOND, 2020; XU; 

WARSCHAUER, 2020b). 

Oppositely, some primary studies concluded that users have more instru-

mental expectations for VAs, recognizing it as knowledgeable for informational 

purposes but unable to display warmth (DOYLE et al., 2019; FESTERLING; 

SIRAJ, 2020; GARG; SENGUPTA, 2020). Studies have also shown that users do 

not want to bond with VAs probably due to the assistants’ limitation as dialogue 

partners and the understanding that these systems are subservient tools to users 

(CLARK; PANTIDI; et al., 2019; FESTERLING; SIRAJ, 2020).  

 

3.2.2.  
Users’ understanding of VAs’ functioning 
 

Group 2 presents users’ understanding of VAs’ interactional and technical 

functioning. As with the previously discussed theme, primary studies showed dis-

crepancies in users’ understanding of VAs’ conversational capabilities. Some stud-

ies suggested that users thought of VAs as a person and initially expected to interact 

in a human-like manner. We observed frequent mentions to desires of engaging in 

more natural conversations, which encompassed accurate speech recognition (in-

cluding accents and foreign languages), the ability to maintain a conversation for 

several turns, and proper speaker recognition. (CHO; LEE; LEE, 2019; HUXOHL 

et al., 2019; LOPATOVSKA et al., 2020; LOVATO; PIPER; WARTELLA, 2019; 

LUGER; SELLEN, 2016; OH; CHUNG; JU, 2020; WEBER; LUDWIG, 2020; XU; 

WARSCHAUER, 2020b). Contrariwise, other publications reported that users 
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considered interactions to be command-based, unauthentic conversations, missing 

the capacity to maintain conversation flows (CLARK; PANTIDI; et al., 2019; 

COWAN et al., 2017; DUBIEL et al., 2020; HUXOHL et al., 2019; PORCHERON 

et al., 2018). 

We also observed conflicting perceptions regarding VAs’ humanness levels, 

even among participants from the same study. Xu and Warschauer (2020a) uncov-

ered children’s perceptions and did not observe a consensus among participants re-

garding whether VAs’ capabilities arose from human technology (i.e., men made) 

or natural intelligence (i.e., an aware entity). Likewise, Guzman (2019) identified 

through interviews that while some users perceived VAs as embedded in a device 

(e.g., a smartphone's feature), others thought of these systems as an independent 

entity, that is, the interaction’s source. Bonfert et al. (2018) developed a VA that 

rebuked users’ impolite behaviors and collected assumptions about the interface, 

pointing out that while some users considered virtual agents an emotionless ma-

chine, others believed they deserved politeness and should be treated like humans. 

Furthermore, the literature suggested that users are divided regarding anthropomor-

phized agents’ likability (WEBER; LUDWIG, 2020; YAROSH et al., 2018).  

Although the literature does not fully address the reasons for the inconsist-

encies in users’ perceptions, we observed that VA design influences such percep-

tions. Firstly, social cues (e.g., name) and humoristic interactions (e.g., jokes) may 

elicit the image of an intelligent, human-like agent and impact users’ perception of 

VAs’ embodiment in a device (CAMBRE et al., 2020; GUZMAN, 2019; LUGER; 

SELLEN, 2016). Inconsistently, funny VA responses have been reported to be con-

sidered both funny and welcome and fake (DOYLE et al., 2019; LOPATOVSKA, 

2020). As for likability, Kuzminykh et al. (2020) identified that users perceive VAs 

as distant or approachable depending on characteristics such as the capability to 

provide information, interaction style (i.e., responsiveness to prompts, jokes), 

voice, and companionship. The authors found that approachability was related to 

system trust and expectations for warmth. Displaying empathy and engaging in re-

ciprocal self-disclosure have also been demonstrated to affect an agent’s likability 

(CHIN; MOLEFI; YI, 2020; LI; RAU, 2019).  

 Doyle et al. (2019) identified further impacting constructs for perceived 

humanness: type and level of knowledge (also indicated by Lovato, Piper, and 

Wartella, 2019), interpersonal connections, linguistic content, conversational 
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interactivity, dialogue performance, sense of identity, voice’s expressiveness and 

clarity, and behavioral affordances. Particularly, the literature indicates that anthro-

pomorphic perceptions can be yielded solely by speech and that VAs’ voices impact 

several perceptions (CHO; LEE; LEE, 2019; LOVATO; PIPER; WARTELLA, 

2019; XU; WARSCHAUER, 2020b). Cowan et al. (2015) assessed computational 

voices with different anthropomorphic levels and found that a human-like voice 

was perceived as the most capable, competent, flexible, and trustworthy among the 

conditions. Other studies reinforce that, compared to synthetic voices, anthropo-

morphized voices increase an agent’s trustworthiness and lead to augmented in-

volvement and behavioral intentions to make purchases. Nuanced voice features, 

such as accents, may also implicate the VAs’ personality (CHÉRIF; LEMOINE, 

2019; COWAN et al., 2017; DUBIEL et al., 2020). 

Although users have been demonstrated to have high hopes for VAs’ func-

tioning, such perceptions may differ from actual system capabilities, leading to 

frustration and abandonment when expectations are not met. Cho, Lee, and Cho 

(2019) reported that users initially wished to engage in conversations with Alexa 

but were disappointed with its intelligence and ability. Similarly, Luger and Sellen 

(2016) argue that VAs’ playful interactions may act as affordances that convey sys-

tem capabilities that are beyond reality, ultimately leading to frustration. Differ-

ently, studies have found that successful results do not guarantee user satisfaction, 

as adequate outcomes may be rated as unsatisfactory and vice-versa 

(BALASURIYA et al., 2018; KISELEVA et al., 2016a; LOPATOVSKA et al., 

2019). For example, the literature suggests that children (FESTERLING; SIRAJ, 

2020) and users with intellectual disabilities (BALASURIYA et al., 2018) may at-

tribute more value to the act of interacting alone than to system outcomes. Hence, 

anthropomorphism should not be disregarded.  

Our analysis indicated another emerging topic related to VA design: the role 

of VAs’ feedback. Lopatovska et al. (2020) gathered users’ recommendations for 

VAs through focus groups and showed that users consider VAs to have low trans-

parency, leading to a lack of understanding of the VAs’ functioning and frustration. 

Consistently, Weber and Ludwig (2020) showed that users recommend that VAs 

have feedback for interactions. As for feedback type, studies showed that partici-

pants consider audio-only feedback confusing when compared with visual feed-

back, and believe that animations and colored lights are appropriate for indicating 
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conversational turns (BALASURIYA et al., 2018; DOYLE et al., 2019; HUXOHL 

et al., 2019; LEE; CHO; LEE, 2020).  

This category’s final theme revolved around the VAs’ technical operation 

and its implications for privacy concerns. The literature indicated that users are 

concerned about the privacy of their data regarding surveillance and data protection, 

especially for sensitive information (AMMARI et al., 2019; COWAN et al., 2017; 

HUXOHL et al., 2019; JAVED; SETHI; JADOUN, 2019; LAU; ZIMMERMAN; 

SCHAUB, 2018; PRIDMORE et al., 2019; WEBER; LUDWIG, 2020). However, 

studies point to the existence of a trade-off between privacy and convenience that 

encouraged some users to utilize VAs despite being worried about privacy. Other 

reasons for trusting VAs included the belief that handling huge data amounts would 

be unfeasible for companies, relationships of trust with developers, and a sense that 

data collection is necessary for user profiling (LAU; ZIMMERMAN; SCHAUB, 

2018; PRIDMORE et al., 2019). Notwithstanding, most users are unaware of pri-

vacy-related information, such as knowledge about data collection, storage, and 

sharing, and the possibility of viewing, editing, or deleting history logs (AMMARI 

et al., 2019; COWAN et al., 2017; JAVED; SETHI; JADOUN, 2019; WEBER; 

LUDWIG, 2020). While unawareness impacts users’ trust in VAs (COWAN et al., 

2017), Lau, Zimmerman, and Schaub (2018) suggested that current privacy controls 

are viewed as effortful, confusing, or insufficient, and preventive features (e.g., in-

cognito mode) are preferred over such retroactive controls. 

 

3.2.3. 
Users’ perceptions of VAs’ usage 

 

This section presents contributions that address people’s understanding of 

how to speak to VAs. Firstly, we observed that people tend to apply habits of hu-

man-human conversations to user-VA interactions. These include non-verbal com-

munication, implicit contextual references (e.g., saying “this phone” when referring 

to VAs’ device), indirect requests (e.g., saying “alright” to request a recipe’s next 

step), and imprecise temporal expressions (e.g., “schedule appointment later to-

day”) (FOURNEY; DUMAIS, 2016; RONG et al., 2017; VTYURINA; 

FOURNEY, 2018; XU; WARSCHAUER, 2020a). However, such behavior may be 

an unconscious action caused by the naturality of speech. Cowan and colleagues 
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(2015, 2019) suggest that partner models influence users’ speech irrespectively of 

the interlocutor (e.g., VA or human). The authors found that both variations in lex-

ical choices caused by an accented speech (COWAN et al., 2019) and employment 

of syntactic alignment (i.e., use of a grammatical structure that matches the conver-

sational partner; COWAN et al., 2015) can be observed in people’s communication 

regardless of the interlocutor (i.e., human or computer). As demonstrated by Wu et 

al. (2020), a particular device type (smartphone or smart speaker) is also not deter-

minant for lexical choices in user-VA interactions.  

Despite people’s seemingly natural tendency to translate human-human di-

alogue trends to user-VA interaction, we observed that people tend to adapt their 

speech to interact with VAs. Such adaptations include pronouncing words more ac-

curately, removing words, using specific terms, changing accents, and speaking 

louder or more clearly. As VAs fail to recognize contextual references to past in-

teractions and physical locations, users also remove these types of utterances from 

their commands (AMMARI et al., 2019; BALASURIYA et al., 2018; COWAN et 

al., 2017; DOYLE et al., 2019; LUGER; SELLEN, 2016; PRADHAN; MEHTA; 

FINDLATER, 2018). The need for such adaptations is likely caused by VAs’ 

speech recognition failures and limitations and may cognitively strain users (CHO; 

LEE; LEE, 2019). Similarly, users of voice interfaces apply strategies to deal with 

errors. When faced with failures, users try to repair interactions by repeating re-

quests, adjusting a command’s structure, wording, or information amounts, chang-

ing pronunciation, and speaking louder (BENETEAU et al., 2019; GARG; 

SENGUPTA, 2020; LOVATO; PIPER; WARTELLA, 2019; PORCHERON et al., 

2018; PORCHERON; FISCHER; SHARPLES, 2017; YAROSH et al., 2018). 

However, users do not randomly employ such tactics. Instead, system re-

sponses may be significant for error repair. Myers et al. (2018) showed a relation-

ship between obstacle types and error handling tactics applied by participants using 

a voice-based calendar: while misrecognition errors were highly related to hyper 

articulation, other types of mistakes (unfamiliar intent, failed feedback, system er-

ror) caused users to adopt a range of frustration-related strategies. Similarly, Por-

cheron and colleagues observed users’ interactions with conversational agents and 

showed that VAs’ responses were indicators for failures, serving as resources for 

users to reason and interpret outputs, identify errors, and reformulate commands 

(PORCHERON et al., 2018; PORCHERON; FISCHER; SHARPLES, 2017). 
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Reinforcing this idea, Kirschthaler, Porcheron, and Fischer (2020) demonstrated 

that increasing a voice interface’s discoverability (e.g., providing instructions) led 

to better performance and usability. Further evidence reinforces the idea that VA 

responses may affect users’ attitudes and queries (BONFERT et al., 2018; CHIN; 

MOLEFI; YI, 2020; XU; WARSCHAUER, 2020a). 

 

3.2.4. 
Users’ learning practices 

 

As explained previously, emerging topics around learning were recurrent in 

the primary studies. To present this topic, we considered the four learning methods 

suggested by Beneteau et al. (2020), who conducted a long-term study to under-

stand how families learn about a Alexa. Firstly, the VA may present information 

about itself (e.g., “I can set up a timer”) or the user may ask the VA about it (e.g., 

“What can you do?”). The literature suggests that active user requests for infor-

mation often aim at learning the VAs’ personality, opinions, and capabilities, but 

VAs offer little support for learning, causing users to struggle for mastering the 

system (HUXOHL et al., 2019; LOPATOVSKA, 2020; PRADHAN; MEHTA; 

FINDLATER, 2018; WEBER; LUDWIG, 2020; YAROSH et al., 2018). Another 

technique was to learn about the system from third parties (i.e., friends, family, 

advertisements) (BENETEAU et al., 2020), but no other publication approached 

this method.  

Finally, the most cited practice in the literature was the trial-and-error ap-

proach. Users try to learn about the VAs’ functioning, features, and usage through 

experimenting: issuing commands to understand the VAs’ capabilities and the ap-

propriate syntax, rhythm, intonation, accents, and tactics they should apply 

(BENETEAU et al., 2020; LUGER; SELLEN, 2016; TRAJKOVA; MARTIN-

HAMMOND, 2020). As argued by Myers, Furqan, and Zhu (2019), who observed 

participants’ interactions with a voice-based calendar, users who explored the 

voice interface’s limits were more effective in learning about supported intents 

and utterances types. Nevertheless, employing such an approach was often effort-

ful, and not all users were willing to engage in such a method (BENETEAU et al., 

2020; LUGER; SELLEN, 2016; TRAJKOVA; MARTIN-HAMMOND, 2020; 

WEBER; LUDWIG, 2020). 
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3.2.5. 
Users' VA previous experience and mental models 

 

In the last group, we identified that users’ previous experience with VAs 

affects interaction performance. Primary studies indicate that heavy and expert us-

ers are more efficient and self-reportedly more successful in their interactions since 

they are used to VAs’ communication requirements and actively search for VAs’ 

capacities when the system provides good results (LOPATOVSKA et al., 2019; 

LUGER; SELLEN, 2016; MYERS; FURQAN; ZHU, 2019). Similarly, Myers et 

al. (2019) modelled participants’ behavior when interacting with a voice calendar 

and observed three types of users: proficient, explorers, and strugglers. Although 

the authors did not control for VA experience, proficient users, who relied less on 

the visual menu and produced less utterances and misfires, had better performance 

metrics. In a similar stream, Lau, Zimmerman, and Schaub (2018) identified that 

light users are more likely to be unaware of privacy controls.  

Notwithstanding, conflicting literature’s findings make it unclear if these 

experiences affect other perceptions. Lopatovska and Willians (2018) identified no 

differences in anthropomorphizing behaviors between heavy and light users. As for 

perceived ease of use, Jung, Kim, and Ha (2020) observed that user types were 

affected by different types of obstacles: while heavy users were more sensitive to 

failures and desired more control over the interaction, light users preferred more 

guided interactions. Contrarily, Chen and Wang (2018) assessed the effects of prior 

experience with a conversational agent on users’ perceived usability of Siri and 

found that inexperienced users perceived the system to be less usable than experi-

enced participants.  

Furthermore, users’ mental models might be influenced not only by previ-

ous experience with voice interaction but also by users’ technical backgrounds. 

Chen & Wang (2018) observed that technical knowledge acted as a moderating 

factor between perceived usability and VA experience, as technical users with no 

VA experience had their perceived usability restored after experiencing issues. 

Similarly, Luger and Sellen (2016) found that users who considered themselves 

more technically knowledgeable had lower initial expectations for VAs’ capabili-

ties and intelligence and were more forgiving of errors. Age, which is hypothesized 

to be related to technical comprehension of machines (e.g., young adults vs. elders, 
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young vs. older children), might also influence VAs’ perceived social skills and 

humanness (OH; CHUNG; JU, 2020; XU; WARSCHAUER, 2020b). Nevertheless, 

the influence of users’ technical background is also contradictory among studies. 

Myers, Furqan, and Zhu (2019) did not observe any effect of programming experi-

ence on performance metrics other than verbosity levels. Similarly, Javed, Sethi, 

and Jadoun (2019) identified no correlation between technical background and 

knowledge about privacy-related information. 

 

3.2.6. 
Framework 
 

Resulting from the literature analysis, figure 3.3 illustrates a framework de-

scribing factors related to users' mental models of VAs, including design aspects 

and users' conceptualizations and behaviors. We remark that our representation 

does not aim to establish a conclusive framework to describe users' mental models 

of VAs, nor to assert all factors relevant to this concept. Rather, our contribution 

lies in identifying emergent themes in the literature and their observed relationships. 

In addition to indicating potential gaps and significant research topics, the frame-

work intends to organize the analyzed literature according to a specific definition 

of mental models since most primary studies did not explicitly address such a con-

cept but present relevant findings for its uncovering. Thus, the framework was de-

veloped as an attempt to illustrate the state of the art in the literature by clustering 

similar findings in broad categories and highlighting observed relationships among 

them, thus visually representing the last sections’ results.  
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Figure 3.3. – Framework illustrating the SLR’s results. 

 

On the framework’s first layer, we positioned VA design aspects that rep-

resent the system image: factors related to hardware, characteristics related to an-

thropomorphism, and types of system outputs that explicitly or implicitly present 

information about the system or the interaction for users.  Consistently with Nor-

man (2013), the system image seemed to affect users’ mental models represented 

in the second layer.  

The second level illustrates the dimensions considered relevant to users' 

mental models. We divided users' models as follows. “Perceptions” are related to 

the VAs' social nature and more subjective variables such as expertise, humanness, 

intelligence, and likability. “Understanding” addressed topics related to the sys-

tem's actual technical capabilities and functioning. “Expectations” describe how 

users' wish VAs would behave.  

The influence of the system image on users’ perceptions appears to be mod-

erated by varying users’ characteristics, including age, previous experience with 

VAs, and technical background. Finally, we added the third layer, "behavior and 

emotion", since the analysis suggests that users’ mental models impact their behav-

ior and feelings towards interactions, as studies have indicated (KIERAS; 

BOVAIR, 1984; NORMAN, 2013). 
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This chapter exposed the concept of mental models in HCI and described of 

the state-of-the-art in the literature on users' mental models of VAs. As discussed, 

mental models are vital for how users utilize a product and are closely related to the 

levels of task performance. Nevertheless, as indicated by the SLR, users have high 

expectations for VAs' intelligence and capabilities, provoked mainly by anthropo-

morphic features that induce high levels of anthropomorphism on VAs. Moreover, 

the literature suggests that users have an inaccurate comprehension of VAs func-

tioning, including information on the VA operation, data handling, feedback, fail-

ures, available features, error sources, and speech recognition thresholds. Such un-

awareness of VAs' functional aspects suggests that the way information is presented 

on VAs' outputs (i.e., feedback, instructions, cues, etc.) might be inappropriate. 

Due to the unaligned mental models described above, users underutilize or 

abandon features, report confusion regarding actions and error sources, express pri-

vacy concerns, and employ effortful and inefficient learning methods such as trial-

and-error approaches. Such behavior may be related to relevant barriers for VA 

adoption, such as negative attitudes towards VAs, privacy concerns, and percep-

tions that VAs have low usefulness and ease of use (BURBACH et al., 2019; 

MAUÉS, 2019; MCLEAN; OSEI-FRIMPONG, 2019; MORIUCHI, 2019; 

MOTTA; QUARESMA, 2019; PITARDI; MARRIOTT, 2021; PURINGTON et 

al., 2017; ROBART, 2017; WHITE-SMITH et al., 2019). 

A previously suggested solution (LUGER; SELLEN, 2016) might be miti-

gating anthropomorphic features – such as the interaction style and VAs' identities 

– to decrease perceived levels of intelligence and humanness and align users' ex-

pectations with the system's actual capacity. Nonetheless, studies have pointed out 

that the VAs' personality traits are a reason for VA adoption and are particularly 

valued by user niches such as children and people with intellectual disabilities 

(BALASURIYA et al., 2018; FESTERLING; SIRAJ, 2020; LUGER; SELLEN, 

2016; MOTTA; QUARESMA, 2019). Moreover, even subtle human aspects (e.g., 

voice, speech) may elicit unaligned expectations, as exposed in chapter 2. Thus, 

other tactics should be applied to manage people's perceptions of VAs. 

  An alternative may lay in increasing the transparency in VAs outputs. For 

example, as argued by Porcheron et al. (2018) and demonstrated by Kim, Jeong, 

and Lee (2019), system responses are important sources for users to diagnose and 

recover from failures, and low transparency regarding error sources may affect error 
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handling. Hence, information should be adequately available for users, for example, 

by offering initial learning guidance, clarifying error sources, and instructing users 

to handle errors.  

Considering the influential factors for users' mental models exposed 

throughout this chapter, especially VAs' humanness and outputs, we aimed to ex-

plore solutions to deal with the matter. The following chapter will describe the 

methodological aspects of this research and the subsequent techniques applied to 

achieve this research's main objective.  
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4 
Methodology 

 

 

 

 

This research’s main objective was to identify leading causes of users’ mis-

perceptions and offer design recommendations for aligning users' mental models of 

VAs with these systems' real capacities. We aimed to understand how VAs can be 

improved to mitigate gaps between users’ mental models and the VAs’ actual ca-

pabilities. Considering such goals, we applied an exploratory method with a mixed-

method approach that combined both quantitative and qualitative data collection.  

The first step to solving misalignments in users’ perceptions is correctly 

understanding how their mental models can be described and which factors are in-

fluential to users’ understandings. Therefore, we conducted a systematic literature 

review (SLR) on users’ mental models of VAs to comprehend the state-of-the-art 

on the subject. After identifying relevant factors for users’ misperceptions and sur-

veying potential solutions, we aimed to validate some assumptions before focusing 

on a specific proposal. For this purpose, we conducted exploratory interviews with 

experts in conversational interfaces, aiming to understand their opinions on the 

mental model matter. Finally, to address our main research objective, we conducted 

a questionnaire-based, three-round Delphi study with professionals experienced in 

the research or development of conversational interfaces. This chapter presents the 

planning, procedures, and analysis of these techniques.  

 

4.1.  
Systematic literature review (SLR) 
 

In order to understand the state-of-the-art concerning users’ mental models 

of VAs, we conducted a systematic literature review (SLR). The SLR aimed to an-

swer two research questions: 

• RQ1: How can users' mental models of VAs be described in terms of system 

features, functioning, and way to use? 
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RQ2: How does previous experience with VAs affect users' mental models? 

 

4.1.1.  
Search engines and search terms 
 

We chose four databases that store a great number of articles in the field of 

Human-Computer Interaction (HCI) and Human Factors and Ergonomics to collect 

the primary studies: ACM Digital Library, SAGE, ScienceDirect, and Scopus.  

The search strings comprised two types of terms: interface keywords and 

model keywords, assembled by an “AND” boolean. “Interface” keywords are syn-

onyms for VAs and voice interfaces (“voice assistants”, “speech interfaces”, “voice 

user interfaces”, “virtual assistants”, “intelligent personal assistants”, “conversa-

tional agents”, “conversational interfaces”, “digital home assistants”, “home vir-

tual assistants”). “Model” keywords are a set of terms that represent users’ mental 

models or behavior (“mental models”, “strategy”, “query adaptations”, “expecta-

tions”, “system understanding”, “system perception”, “tactics”).  

We searched for “model” keywords in full text, but to avoid retrieving a 

large number of publications unrelated to voice interfaces, we limited the search of 

“interface” keywords to abstracts, titles, and keywords. For the same reason, we 

added the string [AND NOT “chatbots” OR “chatterbots” OR “embodied conver-

sational agents” OR “robots”] to our “abstract, title, keyword” search. We chose 

the search terms from previously known literature and refined the strings through 

pilot testing. 

 

4.1.2. 
Inclusion and exclusion (I/E) criteria 
 

We established three inclusion criteria and two exclusion criteria for accept-

ing primary studies. 

• Publications should have been peer-reviewed full papers published in con-

ference proceedings or journals between 2011 (iOS's Siri release year; 

HOY, 2018) and September 2020, when this review was conducted. 

• Publications should have approached users' mental models (i.e., understand-

ing, perceptions, and expectations for the system, following Wickens et al.'s 
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(2014) definition) and/or behavior when interacting with voice interfaces. 

This criterion was left intentionally broad since most primary studies did 

not directly mention (nor measure) the concept of mental models but as-

sessed relevant variables to this study's goal. 

• Publications should have employed a user study as a research method (e.g., 

survey, interview, experiment). Although there is a large corpus of valuable 

theoretical studies, we established that empirical testing would be essential 

to explore users’ actual mental models of their interactions with voice inter-

faces.     

• Publications must not have investigated embodied interfaces, in which the 

interaction with the voice interface is not the primary task (e.g., in-vehicle 

interfaces, virtual assistants embedded to learning platforms, image-based 

virtual assistants), to avoid intervening variables (CLARK; DOYLE; et al., 

2019). 

• Publications must not have compared voice interaction to other interaction 

channels since this dynamic could affect users’ perceptions (i.e., focus on 

comparison due to being more aware of differences between the two mo-

dalities). Moreover, since this research is focused on VAs specifically, com-

paring interaction modalities was out of the SLR's scope. 

 

4.1.3. 
Quality Assessment 

 

We measured the quality of accepted primary studies through a checklist in 

which we assigned scores based on the publications' abstracts (minimum score = 

12; i.e., 60% of 20, the maximum score). The checklist's items concerned both 

general paper quality (questions 1 and 2; retrieved from Kitchenham, 2007) and 

paper suitability to answer the SLR questions (questions 3 to 6): 

● Q1: How clear is the main research question? (score: 1 = implicit; 2 = 

explicit, but confusing; 3 = explicit and clear, but general; 4 = explicit, clear, 

and specific) 

● Q2: How adequate is the study to address the research question? (score: 1 = 

inadequate; 2 = partially adequate; 3 = perfect fit) 
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● Q3: What type of study was conducted? (score: 1 = online questionnaire; 2 

= in-depth interviews; 3 = experiment/ usability testing/ observational data) 

● Q4: What type of voice interface was evaluated? (score: 1 = voice interface 

supported by visual display; 2 = purely auditory voice interface; 3 = voice 

assistant supported by visual interface; 4 = purely auditory voice assistant) 

● Q5: What type of participants took part in the study? (score: 1 = a specific 

audience, such as children or elderly; 2 = different groups of audiences to 

draw comparisons, i.e., parents and children; 3 = general audiences) 

● Q6: Does the study address the research questions for this SLR? (score: 1 = 

potentially; 2 = implicitly; 3 = explicitly) 

For Q3, we assigned those specific scores since our main research question 

is qualitative, and we believe that primary studies that collected observational or 

self-reported qualitative data would be more fitting to our objective. Similarly, in 

Q4, we assigned higher scores for studies that have examined commercial VAs (or, 

at least, a simulation) rather than other voice interfaces since this study's object is 

VAs. We also prioritized studies that evaluated voice-only interfaces (e.g., Alexa 

on Amazon Echo) since graphic interfaces could be intervening variables. For the 

same reason, studies that focused on a specific type of participant received a lower 

quality score. 

 
4.1.4. 
Procedure 

 

One researcher conducted the SLR by applying the search string to the 

search engines and downloading the resulting citations to the software Mendeley. 

The researcher evaluated the primary studies’ abstract and metadata to check for 

the I/E criteria. Suitable papers also passed through an abstract-based quality as-

sessment according to the aforementioned checklist. Nevertheless, as all primary 

studies that passed the I/E criteria scored above the minimum quality score, no 

primary study was excluded from the review.  

We recorded all accepted papers’ information on a table containing: authors’ 

names, publication year, source, and a summary of the study’s research question, 

method, and key findings. Thereafter, one researcher conducted a full-text analysis 

of the primary studies and clustered them according to the type of contribution it 
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provided for our research questions. RQ1 was divided into the first three contribu-

tion groups (groups 1-3, see below) based on Wickens et al.'s (2014) definition of 

mental models. Nevertheless, during analysis, we observed that “learning” was 

found across all three groups, and therefore we created the category “users’ learning 

practices” (group 4). Additionally, group 5 comprised contributions to RQ2.  

• Group 1: users' expectations of VAs’ features. 

• Group 2: users' understanding of VAs’ functioning. 

• Group 3: users' perceptions of VAs’ usage. 

• Group 4: users’ learning practices. 

• Group 5: the impact of users' previous experience on users' mental models 

of VAs. 

Through full-text analysis, one researcher identified relevant findings and 

their respective group and transposed them into a table. For each group, contents 

were registered according to the papers’ authors, year, quote, subject, and re-

searcher’s comments fields (table 4.1). We then used the “subject” field to spot 

patterns across studies and identify emerging topics to address the RQs. 

 
Table 4.1. – Example of analysis for group 1. 

Au-

thor(s) 

Year Quote Subject Comments 

Doyle et 

al. 

2019 “IPAs were described as largely devoid of 

the ability to show warmth compared to a 

human partner.” (p. 5) 

User-VA rela-

tionship 

  

 
4.1.5. 
Primary studies’ gathering and sample profile 

 

We collected 773 primary studies from four databases (figure 4.1.), but we 

excluded papers for which full-text access was unavailable for our institution (i.e., 

CAPES access on Scopus; n = 88). After eliminating 128 duplicates, 557 primary 

studies had their abstract analyzed, and 57 passed the I/E criteria, being the sample 

for this study (n = 57). 
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Figure 4.1. – SLR’s procedure. 

 

Appendix 1 contains a table showing the accepted primary studies, along 

with their contribution group, employed research technique, evaluated interface – 

VA or Simulation (Sim) – and participant type. 

 
4.2. 
Exploratory interviews 

 

The SLR led to an understanding of the state-of-the-art in the literature con-

cerning users’ mental models of VAs. Specifically, the review indicated two rele-

vant aspects related to how VAs are designed (i.e., system image) that impact how 

users perceive VAs: 1) anthropomorphic features embedded in the VA design, and 

2) system outputs provided to users. On the one hand, while an important driver for 

adoption, the VAs’ humanness causes misperceptions about the system’s actual 

functioning, capabilities, and limitations. On the other hand, the outputs offered to 

users are not sufficient to align users’ mental models with reality. Therefore, the 

SLR’s results indicated that increasing the transparency about how VAs works in 

their outputs by providing more information and explanations might correct users’ 

perceptions about these systems.  

Although the literature has brought upon valuable insights, the studies were 

focused on examining users’ interactions alone. Such restriction was expected – 

and induced by one of the I/E criteria – since the SLR’s goal was to understand how 

users’ mental models of VAs can be described and which factors impact them. 
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Nevertheless, as presented in section 3.1, the system image results from the work 

of those who design a product: the developers. Therefore, VA developers must be 

aware of the causes affecting users’ mental models and employ appropriate solu-

tions to the design of VAs.  

Considering the above, we conducted exploratory interviews with profes-

sionals experienced with the research and/or development of conversational inter-

faces. The interviews’ goal was to comprehend whether such experts’ opinions on 

the impacting factors for users’ unaligned mental models are in line with the SLR’s 

results. Such an assessment was necessary before moving on to the research’s fol-

lowing technique (i.e., Delphi study; section 4.3) in order to survey these profes-

sionals’ vocabulary and validate assumptions that would guide the Delphi’s prepa-

ration.  Specifically, we aimed to gather their perceptions on the role of the two 

factors mentioned above (1 – anthropomorphism and 2- system outputs), as well as 

possibly surveying other relevant causes and solutions to deal with the issue. More-

over, while increasing the transparency in VAs’ outputs might have seemed like an 

adequate path, we needed to assess how desirable and feasible it would be to im-

plement such a solution. Since these professionals work closely in developing con-

versational interfaces, they are prone to being aware of restraints to this proposal.   

Considering the above, we conducted exploratory interviews with profes-

sionals experienced with the research and/or development of conversational inter-

faces. The interviews aimed to answer three research questions: 

RQ1: Which causes do these professionals attribute to users’ unaligned 

mental models of VAs?  

RQ2: Which solutions do these professionals believe to be effective and 

adequate to solve the issue of users’ unaligned mental models of VAs? 

RQ3: What are these professionals’ opinions on the feasibility and desira-

bility of increasing the transparency in VAs’ outputs?  

To answer the research questions, we chose the technique of semi-structured 

interviews, which does not require that questions have a fixed order or number. 

Thus, the moderator could adjust the questions according to the participant’s re-

sponses while following a series of previously established topics (GIL, 2008). Such 

an aspect was advantageous for this study since participants could express them-

selves freely while approaching the matters at hand.   
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4.2.1. 
Participants 
  

Participants were recruited through email and social media (LinkedIn), fol-

lowing the method of snowball sampling and convenience sampling. We recruited 

both researchers from academia and developers working in projects of conversa-

tional interfaces. To participate, researchers should have held a Doctoral degree, 

while developers should have at least three years of experience in the field of con-

versational design. All participants should have been currently or recently involved 

in studies or projects about conversational interfaces. To diversify the visions of 

such professionals as much as possible, we recruited participants from different 

backgrounds (see panel 4.1.). In total, eight professionals participated in the inter-

views. 

 
Panel 4.1. – Participants’ characteristics 

Gender Male = 5 
Female = 3 

Country Brazil = 7 

UK = 1 

Place of work Industry = 6 

Academia = 1 

Both = 1 

Background Computer science = 2 
Communication studies = 2 

Design = 1 

Librarianship = 1 
Multimedia production = 1 

Languages = 1 

Position UX/VUI designer = 2 
Consultant = 1 

Voice Product Specialist = 1 

UX Writer = 1 

Conversational Design Lead = 1 
Research scientist = 1 

Lecturer  = 1 
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4.2.2. 
Procedure 
  

Firstly, we scheduled the interviews and sent a free and informed consent 

term to the participants through email (see Appendix 2-3). Once in the interview, 

after greeting participants and superficially presenting the study’s objective, the in-

terviewer followed the script below:  

1-  Explain the concept of mental models. During a pilot interview, the in-

terviewee mentioned that participants might be acquainted with different 

definitions of the concept of mental models. Thus, in order to align all par-

ticipants’ understanding of the concept, the interviewer explained the defi-

nition of mental models being considered in the study (based on Norman, 

2013 and Wickens et al., 2014): “a type of conceptual model created by 

users to represent how a product or system works, including a series of ex-

pectations about its components, functioning, and proper usage”.  

2- Explain the issue of users’ mental models of VAs. The interviewer ex-

plained that indications suggest that users’ mental models of VAs are una-

ligned with these systems’ actual capabilities, resulting in abandonment and 

underutilization.  

3- Ask about causes for unaligned mental models and solutions to deal 

with such an issue.  The interviewer asked participants to express their 

opinions on what leads users to form mental models unaligned with reality. 

The participants also had to provide suggestions on how to solve this prob-

lem. The interviewer encouraged the participants to provide examples of 

real situations based on their work experience whenever possible. 

4- Explain and ask participants to comment on the assumption that VAs’ 

anthropomorphic features and outputs influence users’ mental models. 

The interviewer explained the two main causes that, as mentioned above, 

were believed to strongly influence users’ perceptions of VAs. Thereafter, 

the interviewer asked the professionals to give their opinion about such an 

assumption.  

5- Explain and ask participants to comment on the assumption that in-

creasing the VAs’ transparency would improve users’ mental models. 

The interviewer presented the assumption that increasing the system 
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transparency while maintaining similar levels of humanness on VAs would 

align users’ mental models with the system’s actual capabilities. Partici-

pants should comment on whether they believed such a solution would be 

feasible and desirable.  

6- Final greetings.  

As stated before, the interview followed the semi-structured approach, and 

therefore the script was flexible and varied depending on the participants’ re-

sponses. The interviews were conducted remotely through the platform Zoom. The 

procedure lasted an average of 45 minutes and were recorded in both audio and 

video for analysis. The interviews were conducted between June and July 2021.  

 

4.2.3. 
Analysis 

 

To analyze the data, we conducted a thematic analysis following a top-down 

approach. In the first place, after transcribing the interviews, we identified how the 

professionals’ responses fit into the following categories (according to the RQs): 

1. Causes for users’ unaligned mental models of VAs. 

2. Solutions to deal with users’ unaligned mental models of VAs. 

3. Professionals’ opinions on the viability and desirability of increasing 

the transparency in VAs’ outputs. 

Then, we identified emerging topics for each category by transposing pas-

sages to the platform Miro and elaborating an affinity diagram (BARNUM, 2011).  

 

4.3. 
Delphi study 

 

The exploratory interviews pointed out relevant factors for users’ construc-

tion of their mental models of VAs. These included not only VAs’ anthropomorphic 

features and outputs but also other aspects such as business and marketing limita-

tions. Similarly, although most participants recognized the potential for increasing 

the VAs’ transparency, the professionals also suggested other paths to correct users’ 

perceptions. Thus, although we had initially planned to focus on the transparency 

topic in this research’s following phase (based on the SLR’s results), the interviews’ 
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findings suggested it was still necessary to explore other causes and solutions to 

deal with the mental model issue. To achieve this outcome, we conducted a three-

round Delphi study using online questionnaires as means of data collection. 

 

4.3.1. 
The Delphi method 

 

According to Linstone and Turoff (1975, p. 3): “Delphi may be character-

ized as a method for structuring a group communication process so that the process 

is effective in allowing a group of individuals, as a whole, to deal with a complex 

problem.” The method aims to provide a procedure for a group of people knowl-

edgeable on a subject to reach a consensus of opinions on a topic of interest (FISH; 

BUSBY, 2005). The Delphi method benefits from the belief that reaching consen-

sus through a collective process is valuable to find solutions to problems (LIN-

STONE; TUROFF, 1975 apud FISH; BUSBY, 2005).  

The structured communication made possible by the method is based on 

four important aspects: “some feedback of individual contributions of information 

and knowledge; some assessment of the group judgement or view; some oppor-

tunity for individuals to revise views; and some degree of anonymity for the indi-

vidual responses.” (LINSTONE; TURROF, 1975, p. 3). Therefore, the Delphi 

method involves different rounds of anonymized, remote data collection, usually 

employing questionnaires as tools.  

Linstone and Turoff (1975) highlight a variety of scenarios in which an issue 

could benefit from the collective communication driven by the Delphi method. 

These include (but are not limited to):  

• Gathering unknown or unavailable data. 

• Planning academic programs or urban development. 

• Defining pros and cons of policies. 

• Dealing with matters that require collective and subjective judgments. 

• Dealing with matters that involve individuals from different backgrounds 

and expertise, or who disagree so severely that anonymity is necessary.  
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4.3.2. 
Research questions 

 

We applied the Delphi method due to the complexity of the issue of users’ 

mental models of VAs and the need to identify solutions to the problem. Such a 

method could support experienced professionals in communicating and reaching a 

consensus on recommendations to align users’ perceptions with VAs’ actual capa-

bilities. We aimed to answer two research questions with the Delphi study: 

• RQ1: What are the opinions of professionals experienced with research 

and/or development of conversational interfaces concerning the causes for 

users’ unaligned mental models of VAs?  

• RQ2: Which solutions do professionals experienced with research and/or 

development of conversational interfaces suggest for improving users’ men-

tal models of VAs?  

 

4.3.3. 
Participants and recruitment 
  

Fish and Busby (2005) explain that selecting a Delphi study’s participants 

is critical since their knowledge on the topic of interest is vital for the quality of the 

study’s outcome. Participants should be involved in the matter being studied, have 

information and knowledge to share, and be interested in participating (DELBECQ; 

VAN DE VEN; GUSTAFSON, 1975).  

In this study, we recruited professionals with experience in researching or 

developing conversational interfaces. For developers, we conducted an unsystem-

atic search on the social media LinkedIn by using terms such as “Voice User Inter-

face (VUI)”, “UX Writing”, “Conversational interface”, “Chatbot”, “Voice Assis-

tants” etc. For researchers, we started the selection by identifying authors who had 

published in the field of conversational interfaces. Then, we used the Google 

Scholar and Research Gate platforms to identify those who had other publications 

and interests in the field. We also recruited participants through indications given 

by the experts interviewed previously and professionals who had already agreed to 

take part in the Delphi. Hence, we had a combination of snowball sampling and 

purposive sampling. 
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 The area of conversational interfaces is a relatively new field of work, and 

therefore it would be challenging to find professionals who have been working ex-

clusively on projects of this kind for longer periods. Therefore, we did not impose 

a minimum time spam in work experience. We believed that even professionals 

who are entering the field could contribute to the study. For a similar reason, we 

did not limit our sample to professionals experienced with VAs only (e.g., Siri, 

Alexa) and allowed the participation of developers of chatbots, voice bots, and In-

teractive Voice Response (IVR) systems. We considered that these participants 

could contribute to the study since such conversational interfaces share enough sim-

ilarities with VAs to cause analogs issues on users’ perceptions (see chapter 2). 

Finally, we allowed participants from different backgrounds since VA development 

requires varied profiles of professionals.  

After selecting eligible participants, we started the recruitment by email, 

Research Gate, and LinkedIn. As suggested by Delbecq, Van de Ven, and Gus-

tafson (1975), the invitation contained a superficial explanation of the research 

goal, obligations, estimated completion time, and instructions for the study’s pro-

cedure. We recruited participants continuously over September and November 

2021 to reach the ideal sample of 15 to 30 participants (DELBECQ; VAN DE VEN; 

GUSTAFSON, 1975). We invited 90 professionals, and 22 agreed to participate. 

   

4.3.4. 
Study’s format, procedure, and materials 
 

 The Delphi method consists of the following rounds (figure 4.2): 1) initial 

exploration, 2) consensus and disagreements, and 3) review and final considera-

tions. Each stage may be completed by using the questionnaire tool as means of 

data collection (LINSTONE; TURROF, 1975). Thus, this study followed the for-

mat of a three-round online questionnaire. 

 
Figure 4.2. – Summary of the Delphi study’s rounds. 

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



 

 

72 

4.3.4.1. Round one  
  

Before starting round one, we selected eligible participants and invited them 

by email and social media. Such recruitment did not happen at once for all of the 

90 invited professionals since we needed to gradually search for new participants 

while waiting for the others to respond to the invitation. Once the professionals 

agreed to participate, we sent the link to the first questionnaire and a free and in-

formed consent term (Appendix 4-5), with which the respondents agreed by click-

ing on a button inside of the questionnaire. A total of 22 professionals agreed to 

participate and answered the first stage. 

The first questionnaire was created with the tool Google Forms. Following 

the literature recommendations (DELBECQ; VAN DE VEN; GUSTAFSON, 

1975), the first questionnaire (see Appendix 6-7) started with overall instructions 

about the study’s first phase. Then, it presented the issue to be discussed: users’ 

mental models of VAs. The passage exposed a definition of mental models to align 

all participants’ understanding of the concept (as discussed in section 4.2.2.) and 

presented the issue of users’ unaligned mental models of VAs. Thereafter, it showed 

two open-ended questions:  

1. In your opinion, what are the causes that lead users to form mental models 

that are unaligned with Voice Assistants' real capabilities? Please, state at 

least three causes and, for each one, explain why it is relevant. 

2. In your opinion, what solutions could solve the issue of users' incorrect men-

tal models of Voice Assistants? Please, present at least three solutions and, 

for each one, explain why it is appropriate. 

We asked participants to provide at least three causes/ solutions since the 

subsequent phases of the study were highly dependent on the quality and quantity 

of the first phase’s answers. Finally, we provided an open field for optional com-

ments and asked questions about social-demographic data. The results of the first 

round were analyzed (see section 4.3.6. for the analysis’ description), and we sum-

marized the participants’ answers in statements to be used in round two.  

 

4.3.4.2. Round two  
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In the second round, we sent the second questionnaire’s link along with in-

structions and a 15-day deadline through email to all participants at the same time. 

When needed, we also sent reminders highlighting the deadline. A total of 18 par-

ticipants completed the second questionnaire. 

The second questionnaire (see Appendix 8-9) – which we created on the 

Eval&Go platform due to the better visualization it provides – aimed to enable par-

ticipants to judge the group’s opinions provided on the first round. Firstly, the ques-

tionnaire presented instructions for the second round, and participants could read 

the explanation on the issue of users’ mental models of VAs again. Then, we pre-

sented the statements summarizing the group’s responses to the first phase and 

asked the professionals to provide their level of agreement with each phrase on a 7-

point Likert scale. We also provided open fields for optional comments.  

The questionnaire presented a total of 35 statements (see chapter 6 for the state-

ment list), divided into two parts: statements representing the causes that lead to 

misalignments in users’ mental models of VAs (16 statements) and solutions to deal 

with the issue (19 statements): 

1) PART 1: “Below, we present statements that summarize the groups' opin-

ions about the CAUSES that lead users of Voice Assistants to form mental 

models that are unaligned with these systems' actual capabilities. Please 

state your level of agreement with each statement below on a 1 to 7 scale. 

You may also leave optional comments on the statements.” 

2)  PART 2: “Below, we present statements that summarize the groups' opin-

ions on the SOLUTIONS to align users' mental models with the Voice As-

sistants' actual capabilities. Please state your level of agreement with each 

statement below on a 1 to 7 scale. You may also leave optional com-

ments on the statements.” 

The statements passed through pilot testing with a VA developer and a plain 

language specialist to ensure that they conveyed their intended meaning. During 

such evaluation, a reviewer considered the following phrase confusing: “Voice As-

sistants update silently, not explaining to users about the updates in their skills.” 

Therefore, we modified the statement to clarify its meaning: “Voice Assistants do 

not tell users when they update, nor explain the updates in their skills.” The pilot 

testing did not point to any other issues.  
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4.3.4.3. Round three  
  

Finally, the third and last round of the Delphi study was to report the results 

of the second round to the participants (Appendix 10-11). The objective of this 

round was to give them the opportunity to review their judgments after viewing the 

group’s opinion, besides conveying the feeling of closure to the participants 

(DELBECQ; VAN DE VEN; GUSTAFSON, 1975). The questionnaire was sent by 

email, but, as reviewing the results was an optional step, only 5 participants filled 

the form. 

 The first pages of the questionnaire presented an introduction explaining its 

aim and instructions on how to read the results. To direct the participants, we pro-

vided an image and written instructions (figure 4.3): 

 
Figure 4.3. – Instructions on how to review round three’s results 

 

The main part of the questionnaire displayed tables showing the statements 

alongside a set of descriptive statistics (as exemplified by figure 4.4 below). We 

divided the results into two parts: 1) statements related to the causes leading to 

issues in users’ mental models of VAs, and 2) the solutions to deal with this matter. 

For each part, we presented a table with statements that reached a strong consensus, 
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statements that reached some level of consensus, and statements that did not reach 

consensus. Following each table, we provided an open field for participants to write 

comments. The questionnaire ended with a field for the professionals to leave their 

names and another open field for free comments on the study.  

 

 
Figure 4.4. – Example statements displayed to participants. 

 
4.3.5. 
Analysis 
  

The study’s analysis followed three steps to accommodate all the rounds.  

 

4.3.5.1. Round one 
 

Due to the qualitative nature of the data collected in the first questionnaire, 

we conducted a thematic analysis using an affinity diagram (BARNUM, 2011). The 

analysis consisted in the five stages, following Delbecq, Van de Ven, and Gus-

tafson’s (1975) recommendations: 

1- We transposed all the participants’ responses into two tables (one for each 

question). Since we asked the participants to provide at least three topics for 

each question, we separated each topic into different cells while maintaining 

its identification by participant number (e.g., P1, P2, etc.).   

2- For each topic, we identified its general theme and attributed a code that 

represented such theme.  

3- After coding each topic, we reviewed all of the codes to identify similarities 

among them, and, from this process, we created categories.  

4- Once we defined all categories, we pasted all answers in the software Miro 

by creating a “note” for each table cell (figure 4.5). We positioned all 

“notes” according to the major categories and then elaborated the affinity 

diagram using a bottom-up approach to find emerging topics and similar 

contents among the “notes”. This process was necessary since we needed 
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an adequate level of granularity in order to generate the statements for the 

following round. If the statements were too broad, they would not reflect 

the group’s true opinion, but if we made every “note” a statement, the ques-

tionnaire would become too long, endangering its response rate.   

 
Figure 4.5. – Affinity diagram created on the Miro platform. 
 

5- From the emerging topics identified in the previous step, we created the 

statements for round two. These phrases were validated and refined through 

expert review.  

 

4.3.5.2. Round two 
  

The second questionnaire required both quantitative and qualitative analysis 

due to the nature of the data collected. The quantitative analysis was important to 

determine which statements would be a consensus among the group. However, as 

Giannarou and Zervas (2014) have shown, there are several ways to analyze the 

quantitative data of a Delphi questionnaire and identify consensus. Since we had 

participants answer a 7-point Likert scale for this study, we adhered to Fish and 

Busby’s (2005) recommendation of measuring consensus using the Interquartile 

Range (IQR). Nevertheless, Giannarou and Zervas (2014) pointed that many stud-

ies have used a combination of the IQR with supplementary metrics such as median, 

mean, standard deviation, or the percentage of participants agreeing/ disagreeing.  

 After tabulating the data, we used the software Excel to analyze the data and 

calculate the following descriptive statistics:  

• Mean: shows the average value of the participants’ level of agreement with 

a statement.  

• Median: shows the sample tendency towards a value on the scale (i.e., one 

of the 7 points). A median of 7, 6, or 5 indicates a tendency to agree with a 
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statement. A median of 4 indicates a tendency of neutrality. A median of 

3, 2, or 1 indicates a tendency of disagreement.  

• Interquartile Range (IQR): according to Fish and Busby (2005, p. 247):  
Interquartile ranges are calculated by taking half the difference between 
the “upper quartile,” or the point in the distribution below which 75% of 
the cases lie (the 75th percentile), and the “lower quartile,” the point below 
which 25% of the cases lie (the 25th percentile). This type of statistic pro-
vides information about the range of scores that lie in the middle 50% of 
the cases, and in doing so provides information about the consensus of 
response on a particular item. 

 

Considering this definition, we measured the IQR for each statement to 

identify the degree of consensus among the group. A small IQR means that 

the “middle 50%” of the responses are less dispersed across the scale’s val-

ues, meaning that the participants provided mostly similar answers. The 

IQR value metric is beneficial since it is not easily affected by outliers 

(FISH; BUSBY, 2005).  

• Percentages of agreement, neutrality, and disagreement: represents the 

number of respondents who tended to agree, disagree, and stay neutral to-

wards a statement. The sum of scores of 7, 6, and 5 indicate agreement; the 

score of 4 indicate neutrality; the sum scores of 1, 2, and 3 indicate disa-

greement (table 5.2).  
Table 4.2. – Example of the percentage’s calculation 

Agreement Neutrality Disagreement 

Completely 

agree (7) 

Agree 

(6) 

Partially 

agree (5) 

Nor agree, nor 

disagree (4) 

Partially disa-

gree (3) 

Disagree 

(2) 

Completely 

disagree (1) 

10% 60% 5% 5% 10% 5% 5% 

Agreement: 75% Neutrality: 5% Disagreement: 20% 

 

 To determine whether the statements have reached a consensus among the 

group, we established two criteria: 

1) An IQR of 1 or lower, as recommended by Fish and Busby (2005). 

2) A percentage of agreement, neutrality or disagreement of 75% or higher. 

We determined the threshold of 75% since the literature has exemplified 

that 70% to 80% thresholds are common for indicating consensus 

(GIANNAROU; ZERVAS, 2014).   
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We determined that statements that met both criteria have reached a strong 

consensus among the group. However, we also considered that statements that met 

only one of the criteria had reached a mild consensus.  

As for the qualitative data analysis, we performed top-down thematic anal-

ysis. We transposed the responses to a digital board on Miro according to the state-

ments to which they corresponded. Thereafter, we identified similarities to deter-

mine emerging topics of interest.  

 

5.3.6.3. Round three 
  

The third questionnaire aimed to let the group review the results and provide 

comments arguing in favor or against the results. Thus, the data collected was qual-

itative, and we conducted the same top-down analysis described for round two’s 

qualitative data.  
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5 
Exploratory interviews with experts 

 

 

 

 

Aiming to understand the opinions of experts of conversational interfaces 

on the impactful factors for users’ mental models of VAs and potential solutions to 

deal with the issue, we conducted exploratory semi-structured interviews. In total, 

eight experts participated in the study. This chapter presents the interviews’ results 

in three sections according to the three research questions we aimed to answer. In 

section 5.1, we present the professionals’ opinions on the causes of misalignments 

on users’ mental models of VAs. In section 5.2, we report the experts’ opinions on 

solutions to deal with such issues. Finally, section 5.32 exposes the participants’ 

views on the feasibility and desirability of increasing the transparency in VAs’ out-

puts as a proposal to solve the mental model matter.  

 

5.1. 
Causes leading to issues in users’ mental models of VAs 

 

The experts indicated which factors they believed to impact users’ mental 

models of VAs and lead to misaligned perceptions about these systems. Some of 

these causes were in line with the SLR’s results, while others were yet to be re-

ported. As explained in the methodology chapter (section 4.2), we let participants 

talk freely first and then asked their opinions on two specific causes: VAs’ anthro-

pomorphic features and VAs’ outputs (i.e., VA responses to users’ requests, in-

cluding feedback, instructions, and cues for interactions).  

In the first place, as shown by the literature, the participants considered 

that VAs have a high level of humanness, affecting how users perceive the prod-

uct. Some participants mentioned this cause before we directly asked for their 

 
2 The results exposed in section 5.3 have been accepted for presentation in the conference “Er-
godesign & USIHC 2022”, due to take place virtually between March 7th-10th. The paper, entitled 
“Exploring challenges and opportunities to increase the transparency of Voice Assistants (VAs)” 
will be published in the event’s proceedings in March 2022.  
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opinions, while others did not initially mention it. However, all participants 

agreed that VAs’ anthropomorphic features influence users’ mental models. They 

mentioned that such anthropomorphism leads users to believe that they may inter-

act with VAs in a similar manner to human-human conversations. “I think that di-

recting people to this understanding, ‘look, you can talk as if you were talking to 

a friend’, that is a mistake” (P3). According to the professionals, users’ percep-

tions gradually change into a more realistic perception as errors and failures hap-

pen.   

 The interviews outcomes were also in line with previous studies concerning 

the aspects that induce such humanness. The experts explained that design charac-

teristics such as a human-like voice (i.e., recorded voice instead of text-to-speech), 

conversational style (e.g., less robotic and more natural), and vocabulary might in-

cite high humanity in VAs. One participant mentioned that a less robotic voice 

might induce lower expectations concerning the system’s capabilities: “When we 

use a TTS [Text-To-Speech], people eventually get it (…) It is clearer that, okay, it 

is a technology, it is a machine here, so it may be a little more limited” (P6).   

 Unexpectedly, the experts argued that attributing such high levels of human-

ness to conversational interfaces may even cause users to doubt if the system is 

actually a machine or a human being. Some participants reported examples of users 

who confused a conversational agent for a human, making them feel tricked and 

embarrassed: “Some people know that they are interacting with a machine, so some-

times they even feel a little tricked [when the interface tries to mimic a human]. (…) 

But it happens, some people interact and take a little bit longer to realize that it 

was a machine, and when they find out, they get super embarrassed” (P2). Such 

confusion was also reported to affect the task performance: “Sometimes, some less 

attentive people did not get it from the start that it was a recording [and not a 

human]. Sometimes, they told their whole story to the digital agent, and it was 

pointless because it could not understand. We just needed them to tell us if they 

were able to pay [a debt] or not” (P6). For one of the experts, increasing the VAs’ 

humanness to the point that users are not even sure whether it is a machine or a 

human anymore is also an ethical issue: “I think it is not ethical, omitting to the user 

that they are talking to a machine and not a human. They have the right to know 

with whom they are talking to.” (P1).  

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



 

 

81 

 In a similar stream with the previous topic, the experts commented on how 

such anthropomorphism might cause users to expect human-level conversations 

from VAs, confusing them on how to interact. The participants argued that as daily 

human communication leads to a well-established idea of how to engage in conver-

sations, users believe that should mimic such conversational practices when faced 

with highly human interfaces. “If I am talking to a human being, [I know] how to 

interact with a human being, we learn it through experience during our lives. If the 

machine presents itself for me as something as close as possible to a human, I un-

derstand that, to interact with it, I should interact more or less in the same way I 

interact with humans” (P3). Nonetheless, when the interface fails to live up to such 

expectations due to its limitations, users cannot interact and feel frustrated. “The 

idea that comes to our mind is ‘I am going to have a conversation.’ So, I will say 

something, the machine will totally understand what I say, and it will answer me 

just like a human. But, sometimes, even the humans themselves do not answer in 

the way you have imagined.” (P4). “[The VA] is sold as conversational, with a more 

natural language. [But] sometimes, the way people talk, the naturality, the tool is 

not ready yet to this amount of information” (P6).  

 Although the adverse effects of VAs’ humanness on users’ perceptions have 

been reported in the literature, the interviews indicated that applying such anthro-

pomorphic aspects is not driven by design decisions alone. The experts mentioned 

that business partners, managers, or clients frequently intervened in projects of con-

versational interfaces, pledging that a more human-like virtual agent would make 

interactions more natural and leverage both user experience and user acceptance. 

“They wanted us to humanize the applications, and ‘humanizing’ comes from that, 

from understanding that the closest the system acted as a human, the more fluid 

[the interaction] would be. And the better the [users’] reactions and their ac-

ceptance of the system would be.” (P3). However, two experts also mentioned that 

these stakeholders usually do not possess the technical knowledge to apply solu-

tions adequately: “It might be the client, the businessperson, sometimes it is an ex-

ecutive who does not even know anything [about the project and VAs] but wants to 

have a say in it. (…) [People who] do not have a single clue of what they are talking 

about but give their opinions.” (P5).  

 Another emerging topic on the exploratory interviews related to findings in 

the literature is VAs’ outputs. In a similar manner to VAs’ humanness, while not 
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all experts mentioned aspects related to VAs’ outputs at first, we observed a general 

agreement with the relevance of this factor. The experts argued that issues in users’ 

perceptions are caused by the lack of information provided since conversational 

interfaces eventually do not present what the system is capable of doing nor how to 

utilize it. One participant argued that VAs do not propose an initial preparation for 

users: “If you initiate the interaction with these systems without more or less pre-

paring the users to such interactions, be it with an initial explanation, be it with a 

more subtle way of showing that they are talking to a system that has specific inter-

action manners, you are already distorting their perceptions that [the system] has 

these possibilities”. (P3). Since the interface does not clarify what it can do, users 

are left to explore the interface by themselves, utilizing a trial-and-error approach, 

as reported in section 3.2.4 (users’ learning practices). “Only by interacting, making 

mistakes, does the user realizes that it [the VA] is not what they initially expected” 

(P3). Furthermore, one participant argued that the VAs’ error-handling mechanisms 

are usually limited and fail to provide relevant information to users, who cannot ask 

questions to investigate error sources: “[When you talk to a human] you can do this 

sort of interrogation. But when you talk to a conversational interface, it says, ‘sorry, 

I didn’t get that’, and you are not really able to [ask] ‘What didn’t you get?’” (P8).  

 The last of the interviews’ emerging themes that showed similarities with 

the SLR’s results was the influence of users’ characteristics on their perceptions 

about the VAs. As suggested in the literature, such characteristics included both 

their previous experiences with other voice interfaces and their educational back-

grounds or interests. One participant mentioned that some users feel tense from the 

start of a voice interaction because of previous bad experiences with voice inter-

faces: “People feel tense, they do not know what is behind the technology to support 

the interaction and are already used [to the speech recognition technology being 

unprecise]. ‘Damn it, I am going to talk to a robot, they never understand me’” 

(P1). Based on their research, another expert argued that users show differences in 

behavior depending on their level of experience and interest in technology. “[Peo-

ple interested in technology] understand the technology’s functioning, the environ-

ment, and the possibilities. (…) Sometimes, they even [interact] to test [the VA]. 

(…) [People who are less interested in technology] will use only the most basic 

features. They may even obey what the interface is trying to teach, repeat the exact 

same words” (P6). Finally, one professional argued that the issue of users’ 
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misperceptions of VAs is natural since these systems are a relatively new technol-

ogy and there is always a stage of strangeness: “I think it is natural because it is 

definitely not new, but it is still in the beginning, recognizing how to deal with all 

of this expectation” (P7).  

 Finally, the following emerging topics are causes which – just as the users’ 

characteristics – are not embedded on the VA itself but belong to their usage con-

text: VAs’ marketing and users’ perceptions of machines in general. According to 

the experts, the marketing of VAs is unrealistic, provoking incorrect perceptions on 

users, especially for the VAs’ conversational capabilities. In their views, companies 

attribute terms such as human-like or conversational to the VA to create the image 

of a fluid interaction, similar to human communication. “The marketing itself con-

tributes to a distorted view of the product or what it is capable of doing” (P3). “A 

long time ago, eight years or so, Apple was saying ‘you can talk to Siri how you 

would talk to your friend, and it works.’ Of course, that is not true now, and it 

certainly was not true then.” (P8). One participant also argued that the term “artifi-

cial intelligence” itself might cause misperceptions: “I think the term artificial in-

telligence complicates a lot because the word ‘intelligence’ brings the imaginary 

that [the VA] is, in fact, intelligent” (P5). Similarly, some of the professionals be-

lieved that perceptions of increased intelligence and capacity might be due not only 

to VAs’ marketing but also to people’s general impression that machines are flaw-

less and highly capable. “Sometimes we attribute a level of perfection to machines, 

and we do not do that when we talk to other people” (P4). “The image of a VA goes 

back to the image of the 60s’ robots.” (P7).   

  Considering the results above, we may address the first RQ for this research 

technique: “Which causes do these professionals attribute to users’ unaligned men-

tal models of VAs?”. The following points highlight the key findings: 

• The VAs are highly humanized, tailoring users’ perceptions to a level that 

might confuse them on how to interact and impact performance. 

• The VAs’ humanness is eventually pushed on the VA’s design by stake-

holders outside the developing team. 

• The VA presents little information about its functioning and has poor error-

handling support. 
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• Users’ backgrounds and interests are relevant to their perceptions and be-

haviors towards interactions with VAs.  

• Marketing and users’ perceptions of machines in general might set unreal-

istic expectations on users.  

 

5.2. 
Solutions to leverage users’ mental models of VAs 

 

This section presents the participants’ opinions on which solutions could be 

implemented to deal with issues in users’ mental models of VAs. As with the pre-

vious section, we will expose both the participants’ unbiased thoughts and their 

opinions on the two topics we suggested (i.e., VAs’ humanness and outputs). 

Firstly, while the experts considered that VAs’ anthropomorphic features 

were a relevant driver for users’ misperceptions, their opinions on paths to deal with 

this aspect were not homogeneous. On the one hand, the professionals recognized 

the value of having users interact with a human-like agent to make interactions more 

natural. “Saying that it is a (chat)bot makes the person tense, like, ‘oh, I will need 

to choose which words to use to be understood’ (…) But, if [the chatbot] is laid-

back, if it talks in a conversational manner, humanized and informally (…), it gives 

the chance for people to relax about their answers too.” (P1). One participant com-

mented that humanizing the way VAs speak may also benefit the presentation of 

information for users, bridging the gap between users and machines: “When you 

talk about ‘explainability’, I think that the anthropomorphism helps a little. You 

can use a language that is maybe more accessible, that is not a machine’s lan-

guage.” (P2). Likewise, one expert pointed out that such anthropomorphic aspects 

are important for the VAs’ image: “Obviously, you are not going to sell off a virtual 

assistant that is sulky, boring, and with a weird voice that no one wants to hear.” 

(P4). Moreover, as suggested at the end of chapter 3, a participant commented that 

eradicating the VAs’ humanization would be challenging due to the strong associ-

ation between human beings and conversations: “Taking off the humanization is 

nearly impossible because, even if the voice is robotic, we are already bringing a 

human element. There are no other beings that speak. Only humans speak. (…) 

Maybe we can reduce [the humanization], but not remove it” (P5). 
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On the other hand, the participants pondered how to implement the correct 

levels of humanness on VAs, arguing that exaggerating some features may be more 

harmful than beneficial. Many experts mentioned that developers must favor the 

interactions’ objectiveness and efficiency over anthropomorphic characteristics 

such as a playful conversational style and funny prompts (e.g., jokes). “It is better 

that they [the user] understands that [the VA] is a machine and can interact in a 

more precise manner, making fewer mistakes and save their time. That creates the 

satisfaction that the clients [stakeholders] frequently believe that lies in the human-

ization” (P3). In a similar line of thought, one participant suggested that developers 

should choose the right moments to present playful prompts to users: “You need to 

know the right moment to be human in the interface (…) maybe in the beginning or 

at the end (…), not during the interaction.” (P5). Comments in that sense high-

lighted that the users’ objectives in interacting should be investigated and priori-

tized: “What do you expect? If you expect [to perform a task], is it really worth it 

for me to make [the VA] so humanized that it confuses the person? Maybe it is better 

if it is a little bit more objective, right?” (P2).  “Does the public want a companion 

at these moments [when performing a task]? Does the public want a ‘Google’ at 

these moments? It seems to me that the public wants a ‘Google’” (P7).  

The second emerging topic was related to how VAs’ outputs are designed. 

According to the participants, a VA should present more information about itself 

and its functioning to users, including explicit or implicit clarifications that the con-

versational agent is not a human. Two experts reported cases in which they em-

ployed prompts instructing users how to interact in order to imply that the agent 

was a machine: “[The agent] explained to the person, ‘we are going to interact a 

little differently now […] instead of typing, you are going to answer by talking to 

me, okay?’” (P1). The instructions on how to interact were also mentioned by other 

professionals, who argued that conversational interfaces should explain what the 

system can do or how it works to align users’ understanding of its functioning. The 

professionals suggested that more objective and instructive interfaces lead to a bet-

ter task performance: “Now that we are working with microcredit, the chatbot’s 

first prompt is to present its scope (…) The more directional, the more proactive, 

the better it works” (P2). Nevertheless, one participant argued that deciding how 

much information is enough for users to understand the system is a challenging task 

for developers. “How much do people need to know for their mental models? (…) 
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Voice interfaces are relatively new, so we do not really know how to explain them 

particularly well and what explanations we need to give to people. (…) Perhaps, 

we do not need to go into so many details, or perhaps, we do.” (P8). 

Similarly, the participants also argued that designing proper error-handling 

strategies is paramount to helping users recover from eventual mistakes. “When an 

error happens, you need to show the user the context of why it happened. This helps 

the person to answer the question the second time, to reformulate their response 

without not repeating the same mistake.” (P6). However, one expert was concerned 

that directly teaching the users exactly what to speak might harm the interaction: 

“This makes the text poor and very robotic. Sometimes it works because the person 

will know exactly what to say, but it is possible to leave it implicit in the text” (P6).  

Besides dealing with humanness levels and presenting information to users, 

when we asked the experts which solutions they applied in previous works, some 

mentioned that it is necessary to mind general design guidelines and conversational 

design’s best practices. “There are some basic rules with design principles that 

should be applied in any type of interaction” (P3). These recommendations guided 

decisions from the conversation’s structure, such as the type of question to be ap-

plied (e.g., open-ended or multiple choice), to more detailed, content-level design: 

“When we talk about content, I think a lot about bias, to which level we can bring 

a neutral language” (P5).  

Likewise, the professionals recommended that considering the users’ con-

text and the system types is crucial to implementing solutions. Developers must 

consider who the users are and in which situations, for what purposes, and how they 

will use the VA. “We need to consider the context in which that will be approached. 

The audiences, the users, their personas, the technology.” (P1). Some of the experts 

also argued that, due to such dependency on the context, it would be hard to provide 

general, absolute solutions to the mental model matter: “There is no formula to 

elaborate a script for a voice assistant. (…) You would have to create best practices, 

and, when we talk about language, it is really hard to create best practices. (…) 

Best practices need to support any type of audiences, market, content, and that is 

really hard. (…) Each content is a different content. It is not like math.” (P7). Con-

sistently, many experts reported that, although they try to foresee potential user ac-

tion that could lead to failures, in order to fix errors and apply solutions, they usu-

ally need to examine the interface and deal with each trouble separately. “I think 
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that there is this first analysis of what is the error (…), and then we propose a 

solution.” (P6).  

Based on the findings above, we may answer the RQ2: “Which solutions do 

these professionals believe to be effective and adequate to solve the issue of users’ 

unaligned mental models of VAs?”. The highlights are summarized below: 

• The VAs’ anthropomorphic features bring benefits but should be used care-

fully not to get in the way of the main tasks.  

• Prioritizing the interaction’s objectiveness, VAs should present information 

to users on what they can do and how to recover from errors.  

• Developers should mind best practices when implementing solutions, con-

sidering the users, their objectives, and their contexts. 

• Due to the dependency on the context, some solutions might need to be de-

signed on a case-by-case basis.  

 
5.3. 
The feasibility and desirability of increasing VAs’ transparency 

 

This section specifically approaches the participants’ opinions on whether 

increasing the transparency in VAs’ outputs would be an adequate solution, which 

was our third RQ. As explained before, we asked them about this topic directly 

because the SLR’s results suggested that more transparent outputs could be benefi-

cial to aligning users’ mental models.  

The participants’ responses revolved around two main themes: 1) the feasi-

bility and 2) the desirability of increasing the transparency in VAs’ outputs. Con-

cerning the proposal’s feasibility, the participants mentioned technological, design, 

and business aspects. As for desirability, the experts’ responses approached usabil-

ity issues and how adequate such a solution would be to the users’ objectives.  

In the first place, the professionals’ opinions on technological restraints to 

increasing VAs’ outputs were not homogeneous. While some experts mentioned 

that the solution seems technically feasible, others were dubious and pessimistic 

towards the subject. One participant mentioned that, although there have been great 

technological improvements in speech recognition technology over the past years, 

errors are prone to happen. According to them, to help users recover from failures 
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in voice interactions, developers should understand how humans repair their com-

munication during real conversations: “It is important to look how people solve 

problems and misunderstandings (…) They understand what happened, and then 

they fix it” (P8).  

However, the professional explained that VAs require multiple and varied 

systems and technology to function, leading to several potential failure sources. 

Therefore, the system cannot always diagnose why an error happened nor explain 

how to recover. The participant exemplified such a situation with other AI-based 

systems: “An algorithm for image recognition does not explain why it could not 

recognize an image, it only says that it could not recognize it” (P8). Hence, it might 

be difficult for VAs to communicate error sources or how to handle failures – es-

sential instructions to the system’s transparency – since the system itself might not 

diagnose the issue in all situations. 

Besides the technological aspects, some experts commented on the project’s 

design limitations that might hinder the feasibility of increasing VAs’ transparency. 

The professionals reported that designing conversational interfaces is highly con-

nected to constructing conversational flows: “We still think about the basic model 

of interaction, in the ‘tree’ with the main user journeys. (…) It’s a limited flow” 

(P6). “When we [the user] ask a question [to the VA], we are dealing with a 

flowchart” (P1). According to these participants, predicting scenarios and including 

high transparency outputs in previously established flows may be a challenge. “The 

users’ head is a world of its own. They interact with the same tools in distinct ways. 

The way they speak the same command is different” (P6). Such a hardship becomes 

even more complex for VAs, generalist interfaces that can perform a broad set of 

tasks. Contrarily to other conversational interfaces, such as Customer Service voice 

bots, VAs are not limited to a specific domain of features (e.g., vehicular insurance).  

In a similar stream, another obstacle related to VAs’ generalist nature is the 

role of the context for the design of voice interfaces: “It is highly contextual, and it 

is a system with machine learning, and the context influences the conversation part 

a lot. (…) Just imagine the differences in the domains of finances, arts, and for 

people with low income. Look at the difference in explainability needed.” (P2). As 

exposed in the previous section, the use context is essential to guide design deci-

sions, and thus issues in predicting usage context may also limit the development 

of transparent outputs.  
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The participants also expressed concerns about limitations derived from the 

development team’s skills and eventual demands from business partners. An expert 

reported that designing VAs requires a large team of professionals, making the in-

terface a combination of these designers’ perceptions: “There are two [mental] 

models: the user’s and the system’s. A ‘system’s model’ might sound weird because 

you go to the designer. But it is not only the designer because the conversational 

system is so more complex, so many people work in it, so many curators” (P2). 

Similarly, a participant mentioned that the development team should possess the 

correct knowledge on designing such interfaces “The only obstacle comes from the 

team’s lack of knowledge. The person needs to know how to structure the output’s 

content using linguistic best practices.” (P5). Finally, several participants men-

tioned the difficulty in communicating with managers and business partners, who 

commonly do not value the benefits of increasing transparency in VAs’ outputs. 

Such an issue was also pointed as a cause for excessive humanization of the VAs 

in section 5.1. The real example given by participant 1 illustrates this theme: “The 

person called and talked to an IVR [Interactive Voice Response] system (…) So, the 

person was aware that they were talking to a robot because it had DTMF3 interac-

tion technology (…) Then, the IVR system said: ‘okay, now I am transferring you 

to one of our attendants’, which did not make it clear that it would be another robot. 

(…) They [the client] were against [the system] presenting itself [as a robot]. (…) 

They [customers] expected to be answered by a human, but it was a robot instead. 

(…) I argued a lot with them, but of course, I lost because they were a multinational 

[company].” (P1).  

We also asked participants whether they believed increasing the transpar-

ency in VAs’ outputs was desirable from a business, user, and design point of view. 

Most participants considered the solution advantageous, particularly for the VAs’ 

usability. In general, those who judged the proposal as desirable commented that 

leveraging the transparency could result in fewer errors and make users more con-

fident and secure. “Just let the system say what it can understand instead of leaving 

the person to find out alone and fail” (P5). Some experts also considered it benefi-

cial for users to understand the machine’s limits: “Makes sense being honest with 

the user (…) People understand that, okay, it is a machine, it will not do everything 

 
3 Interactions that utilize DTMF technology (Dual Tone Multi Frequency) are those that require 
the user to press a button on the phone to select a command (e.g., to talk to an attendant, press 1).  
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(…) I think it is interesting for the user because they know how far they could go 

within the system. (…) Of course, there is the issue of expectation and reality, but 

the reality is not always frustrating” (P4).  

Furthermore, the experts mentioned that increasing the VAs’ transparency 

may support not only the users but also the other stakeholders involved in the sys-

tem’s project itself: “It is worth it for the comprehension of everybody who is in the 

process. Be it the user, be it the people who design it, because it [understanding the 

system’s limitations] is also a little complicated for us, too” (P4). Making it clear 

for users which features are available can also support identifying gaps in the prod-

uct: “In the end, it turns out cheaper for the company because then you already 

have a mapping of what the users are missing” (P4).  

Oppositely, other professionals expressed concerns that an excessive in-

crease in transparency could negatively impact the VAs’ usability. The experts re-

ported that presenting too many explanations on the system functioning might make 

interactions slower, tedious, confusing, or even hamper the voice interaction’s eas-

iness: “A device that keeps explaining to you all the time how you should interact 

is boring, slow, effortful. People usually do not tolerate that much (…) [the inter-

action] stops exploring one of these system’s positive aspects – the easiness in 

learning – since people already have an idea of how that works.” (P3). Likewise, 

one participant questioned whether designing an interface that presents so much 

information about its functioning is actually in line with users’ goals while perform-

ing tasks: “When I say that I want to play a song, I want to play the song. (…) I do 

not need to say, ‘Oh look, I found the song ‘X’, and I am going to play it for you’. 

Okay, it is a kind of confirmation, cool, but I do not want it. I want it to play the 

song. And, if you are not able to play it, then, I want to know why immediately” 

(P7).  

Below, we report the key-findings to address RQ3: “What are these profes-

sionals’ opinions on the viability and desirability of increasing the transparency in 

VAs’ outputs?”: 

• There may be technological restraints to transparency, especially for imple-

menting more transparent error-handling mechanisms. 

• The flow-based nature of conversational design and the difficulty of pre-

dicting usage contexts for generalist interfaces might pose challenges to de-

signing transparency in VAs’ outputs. 
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• The developing team should possess a homogeneous understanding of the 

system and have the required skills to appropriately design transparent out-

puts.  

• While increasing transparency is desirable to mitigate errors and install trust 

in users, it should be used carefully not to make interactions slow and bor-

ing.  

 

This chapter presented the opinions of experts on conversational interfaces 

on factors causing misperceptions on VA users and solutions to address the issue. 

As reported, we identified several similarities between the professionals’ views and 

the SLR’s findings. However, while the participants generally agreed with the 

causes assumed to be relevant for users’ mental models (i.e., anthropomorphism 

and VAs’ outputs), they also pointed out other drivers such as marketing and the 

influence from stakeholders. Likewise, the experts indicated important considera-

tions to employing solutions, such as the role of the usage context and the voice 

interface operational domain. Finally, although increasing the transparency in VAs’ 

outputs was considered desirable overall, the experts also mentioned several tech-

nological, technical, and business restraints to such a solution.  

Given the results, we considered it necessary to further investigate how pro-

fessionals experienced with conversational interfaces view the mental model issue. 

Instead of focusing only on how to increase the VAs’ transparency, as initially 

planned, we believed that a broader exploration could lead to uncovering more fac-

tors impacting users’ perceptions, as well as surveying other appropriate solutions. 

Nonetheless, as we mentioned throughout this chapter, the interviewed experts did 

not always have convergent opinions on the discussed topics. Thus, to support a 

collective communication that could gather a high number of professionals and aid 

a consensus among them, we conducted a Delphi study, which will be described in 

the next chapter.   
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6 
Delphi study 

 

 

 

 

The interviews’ results indicated the need to further explore the opinions of 

professionals experienced with the research or development of conversational in-

terfaces. However, surveying the professionals individually could obscure potential 

disagreements among the participants, who might have opposing views – as shown 

in the previous chapter’s results. On the other hand, gathering such professionals to 

a collective discussion (e.g., a focus group) could be challenging due to issues in 

managing disagreements and scheduling. Therefore, we applied the Delphi tech-

nique with professionals who have worked researching or developing conversa-

tional interfaces to examine their opinions on the matter of users’ mental models of 

VAs. The three-round questionnaire allowed us to identify consensus in the partic-

ipants’ views, benefitting the exploration of relevant factors for users’ mental mod-

els and adequate solutions to deal with misperceptions.  

This chapter’s first section (section 6.1) will present the participants’ char-

acteristics. Section 6.2 will report the results of the study’s first phase. Finally, we 

will show the second and third rounds’ findings in section 6.34.  

 

6.1. 
Sample’s characteristics 

 

Table 6.1 shows the characteristics of the 22 professionals who answered 

the first questionnaire. The first column shows the characteristic type, the second 

column shows the options inside each category, and the final column displays 

how many professionals fell into each option.  

 
4 The results exposed in chapter 6 have been accepted for presentation in the conference “Human-
Computer Interaction International 2022 (HCII 2022)”, due to take place virtually between June 
26th and July 1st, 2022. The paper, entitled “Exploring the opinions of experts in conversational de-
sign: A study on users' mental models of Voice Assistants (VAs)” will be published in the event’s 
proceedings in July 2022. 
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Table 6.1 – Sample’s characteristics. 

Characteristic Categories Number 
Country of work Brazil 16 

Ireland 2 

United States 2 

Sweden 1 

Austria 1 
Place of work University 12 

Enterprise 8 

Both 2 
How long has it been since last worked with a 
conversational interface Currently involved 11 

Less than a year ago 7 

Three years ago 4 
Years of work experience Less than a year 2 

Between 1 and 2 years 6 

Between 2 and 3 years 7 

Between 3 and 5 years 3 

For more than 5 years 4 
Highest level of education High School 1 

Graduation 6 

Masters 6 

Doctorate 4 

Postdoctorate 5 
Field of graduation Computer science 8 

Communication studies 2 

Information systems 3 

Artificial Intelligence 1 

Painting 1 

Design 1 

Informatics 1 

Pharmacy 1 

Marketing 1 

Eletronic Engeneering 1 

Cognitive Science/ Psychology 1 
Job position Researcher 13 

Developer 7 
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Design lead 1 

Designer 1 

CTO 1 

UX Designer 1 

Professor 4 

 

 As shown above, most participants were from Brazil, where we conducted 

this study. The sample was relatively balanced in “place of work”, with profession-

als from universities and companies. Furthermore, most participants were currently 

or recently involved in projects of conversational interfaces. Although two partici-

pants had a somehow short work experience in the field, we did not exclude them 

from the sample. As mentioned in chapter 5, we considered that even professionals 

with short experience could contribute to the study. These participants specifically 

reported holding a Graduate degree (masters and doctorate).  Similarly, one partic-

ipant reported that he had not finished his undergraduate studies but had five years 

of experience in the field. Since this participant was indicated by another profes-

sional, and considering their experience, we also did not exclude them. 

 As for the professionals’ educational backgrounds, we identified that they 

come from areas related to computer science. We also observed varied graduation 

fields such as pharmacy and painting. Finally, most participants declared them-

selves to be either researchers or developers. However, many professionals did not 

specify in which part of development they work. The sum of the “job position” cells 

does not result it 22 as some professionals reported more than one job position.  

 

6.2. 
First round’s results 

 

In the study’s first round, we exposed the issue of users’ mental models of 

VAs through a brief text and asked the professionals (n = 22) to answer two open-

ended questions. For the analysis, we categorized the responses and identified 

emerging topics in each category. From this process, we produced 35 statements 

that were used in the second round. It is important to highlight that due to the many 

categories and emerging themes identified, it was necessary to summarize some 
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topics together when turning them into statements to avoid an extensive question-

naire on the second round.  

In the two following sections, we will present the categories, their emerging 

themes (if applicable), examples of participants’ responses, and their resulting state-

ment(s).   

 

6.2.1. 
Causes for issues in users’ mental models 

 

 Round one’s first open-ended question was: “In your opinion, what are the 

causes that lead users to form mental models that are unaligned with Voice Assis-

tants' real capabilities? Please, state at least three causes and, for each one, explain 

why it is relevant.” From the 68 responses provided, we identified twelve categories 

of factors mentioned by the participants to influence users’ mental models, from 

which 16 statements were created. Table 6.2 shows the categories along with the 

number of participants who cited them.  

 
Table 6.2. – Categories of causes considered to misalign users’ mental models with reality. 

Category Number of participants 

Users' limited understanding of technology 13 

Users’ previous experiences with voice interfaces 1 

Users’ learning practices 3 

Users’ privacy concerns 2 

Users’ expectations for human-like conversations 6 

VAs’ anthropomorphic features 8 

VAs’ transparency 8 

VAs' high complexity 1 

Differences among VAs 1 

Unrealistic marketing 8 

Influences from science fiction 5 

Lack of user research 1 

  

The first four categories illustrated in table 6.2 are somehow related to the 

users’ characteristics, interests, or behavior. “Users’ limited understanding of 
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technology” comprised responses that highlighted the influence of low comprehen-

sion of the technology on users’ mental models.  

The first theme in this category was that people who face hardships dealing 

with technology in general, specifically AI-powered systems, are not used to VAs 

and may have trouble interacting. “Lack of knowledge of what Artificial Intelligence 

is: due to the AI application’s success that has been reported in the past years, I 

see that many people sympathize with the area and wish to use the technology, but 

still get confused about what is AI and its functioning” (P8).  

Some participants specifically mentioned users’ lack of understanding of 

the limits in VAs’ speech recognition and awareness of a social context. “Lack of 

technological knowledge about the tool: voice recognition is a reality, but still exist 

limitations such as perfect semantic recognition and the natural capacity to formu-

late answers that are not embedded in the system” (P19).  

Finally, the professionals also mentioned that such a lack of knowledge 

leads to frustrating user-VA interactions. “The impossibility for users to recognize 

the assistants’ cognitive limits. The users, when engaged in dialogues with the as-

sistant, end up being frustrated since they tend to require what [tasks] the assistant 

have trouble in comprehending and answering.” (P18).  

  We summarized the comments in this category to create the following state-

ment: Users do not know the Voice Assistants and the Artificial Intelligence 

technical limitations and require the Assistant to perform tasks and recognize 

commands beyond its capabilities. Although the participants mentioned the frus-

tration caused by such low technology comprehension, we did not include it in the 

statement since such a feeling is a consequence of a misperception and not a leading 

cause.  

  Only one professional mentioned the following category, “Users’ previous 

experiences with voice interfaces”. The professional argued that: “There is also a 

negative expectation about the VAs by some people who, for example, have had 

previous contact with conversational interfaces such as extremely limited Interac-

tive Voice Response (IVR) [systems].” (P11). For this category, we created the fol-

lowing statement: Bad previous experiences with other voice interfaces create 

negative expectations for the Voice Assistants on users. 

 “Users’ learning practices” is a category mentioned by three participants 

and revolved around users’ lack of dedication and interest in learning about the VA 
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before purchasing or starting using it. “Users’ interest in reading about the subject: 

many VA users install the assistant and straight-up ask it about everything. They 

do not dedicate some time to read about the subject and try to utilize it in the best 

way possible.” (P6).  One participant also mentioned that such a lack of interest in 

learning might originate from users’ perceptions of low usefulness for VAs. “VAs 

are systems that, for most users, don't solve any real problems. If you use it to con-

trol IoTs [Internet of Things products] or set an alarm, you'd probably have a pretty 

accurate idea of the VA model. If you don't need it, why invest time into understand-

ing it?” (P15).  Deriving from such comments, we generated one statement: Users 

do not look for information about the Voice Assistant before buying it, espe-

cially for tasks that are deemed unnecessary. 

The fourth category of relevant factors for users’ mental models was “Us-

ers’ privacy concerns”, which was reported by two participants. In summary, the 

professionals argued that users are afraid to interact due to concerns about how the 

VA will manage their data or that others could hear their interactions, impeding 

them from constructing a solid mental model. “There is the matter that using the 

voice implies in caution about comfort and privacy. While a user may perform ac-

tions following (and improving) their own mental models [of visual interfaces], 

through voice, the user must feel comfortable with privacy to perform an action 

through such a modality since they cannot have control over who will hear their 

requests.” (P5). The statement created for this category was the following: Privacy 

concerns hinder users from interacting with the Assistants for long enough to 

construct correct mental models. 

The following five cause types for misperceptions in users’ models were 

related to VAs’ design. “Users’ expectations for human-like conversations”, cited 

by six professionals, exposed how the use of speech in VAs leads users to expect 

sophisticated and natural conversations from the system. Generally, the responses 

mentioned at least one of three topics: 1) people are used to having conversations 

with other humans; 2) users have high expectations for VAs’ conversational capa-

bilities since they compare VAs and humans; and 3) VAs’ actual conversational 

capabilities do not match those of humans, causing frustration. Participant 17’s 

comment is an example that comprises all themes: “Voice is often associated with 

social interactions, so some users may assume that conversational interactions with 

voice assistants are more ‘human-like’ than they actually are. This is relevant 
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because my perception is that sometimes users expect voice assistants to interact 

with them in a way that they are currently not capable, which can lead to frustration 

and disappointment when the voice assistant does not interact as expected.” (P17).  

The previous category led to one statement: Users construct their mental 

models of conversations through human interactions, but Voice Assistants 

have lower conversational skills, letting down expectations and causing frus-

tration.  

In line with the influence of speech for users’ models, “VAs’ anthropo-

morphic features” were considered an impacting factor by eight participants. We 

identified two main emerging topics for this category. Firstly, the professionals ar-

gued that the VAs’ humanness might lead users to believe that VAs are more capa-

ble than reality, suggesting that they have human-level skills. “Cognitive anthropo-

morphism. We tend to think that the systems have the same cognitive abilities as 

humans. This can lead the user to assume that the machine presents the same lan-

guage processing capability, and consequently, there is no need to use specific 

words or speak slower” (P3).  

The participants also included a set of characteristics that may humanize the 

VAs, which we considered a separate emerging topic. The features reported to 

cause anthropomorphism were voice, name, gender, metaphors, and humorist 

prompts. For example, P14 argued: “Poor mental models develop through improper 

setting of expectations. (…) Expectations set through metaphor - calling a system 

an "assistant" implies it might behave like a human assistant.” (P14).  

 To conceive a statement for this category in a concise manner, we decided 

to combine both topics into one phrase: Characteristics that induce anthropo-

morphism (e.g., voice, name, gender, metaphors, humor) cause users to expect 

Voice Assistants would be as capable as a human. 

The second category related to VAs’ design is “VAs’ transparency”, from 

which we observed four emerging topics and developed four distinct statements. 

This category led to a higher number of phrases because the emerging topics had 

relevant nuances, and including all specificities in a single statement could make it 

confusing.  

Firstly, we identified comments arguing that VAs generally present little 

information about various aspects of their functioning and utilization. These in-

cluded: available features, ways of usage, command processing, decision-making, 
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and error-recovery mechanisms. For example, one participant answered that: “The 

voice assistant does not tell why it came to a distinct conclusion, i.e. why it has 

recognized an input (ASR; [Automatic Speech Recognition]), how it has mapped 

the input to an understanding/intend (NLU; [Natural Language Understanding]) 

and how this understanding has triggered a distinct response (DM [Dialogue Man-

ager] =>NLG [Natural Language Generation]). So, in a sense, we miss error 

transparency.” (P16). We synthesized several information types reported by the 

participants to create the following statement: Voice Assistants do not explain to 

users about their skills, how they should be utilized, how they process com-

mands, how they make decisions, or how to recover from failures. 

 Furthermore, some professionals specifically pointed out that VAs do not 

explain their limitations for specific tasks or actions to users, lacking clarifications 

on the differences between actions and their requirements. “Inconsistent Conversa-

tional Context: Some queries can become multi-turn and refer to the previous 

query, others can't. There is nothing in the query to easily identify when or why this 

is the case.” (P12). Thus, we developed a statement for this topic: Voice Assistants 

do not explain their limitations for certain actions, such as recognizing the con-

versational context. 

Another matter explained by one participant was the lack of transparency in 

VAs’ updates: “One other issue is that these systems update silently and their ca-

pabilities change without any easy way for the user to know when a mental model 

of use should be updated.”. (P12). We rephrased such response into a statement: 

Voice Assistants do not tell users when they update, nor explain the updates in 

their skills. 

For this category’s last topic, we identified that some experts argued that 

VAs do not present instructions during users’ initial interactions. According to the 

responses, this absence affects users’ understanding and expectations towards the 

system. “Lack of expectation setting - because most voice assistants are ready for 

interaction without any instructions or training, users are left wondering ‘what can 

I say’ without any expectation of the system's capabilities.” (P14). The statement 

that summarized this theme follows: Voice Assistants do not present initial in-

structions to users, leaving them without knowing what to expect from the 

product. 
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The next two categories were mentioned by only one participant each and 

are also linked to design influences on users’ perceptions. Firstly, “VA’s high com-

plexity” encompassed a single response: “Many of these interfaces are overly com-

plex, demanding a high cognitive load from users” (P4). We rewrote the comment 

to create a statement representing this category: Voice Assistants are too complex 

and demand too much of the users' cognition. Similarly, only one answer fell 

into the category “Differences between VAs”: “The comparison between two or 

more assistants at the functionality level. There are possibilities that you may find 

in Alexa that you may not find in Siri or Google. Maybe this ‘addiction’ that one 

assistant allows you to perform a functionality might project that other assistant 

should behave in the same way” (P7). As with the previous category, we changed 

the comment to generate a statement: Voice Assistants from different brands 

have different skills, leading to the belief that an Assistant might have the same 

skills as the others. 

The three final categories are drivers caused by external actors to the inter-

action itself (i.e., external to the user and the VA). Eight participants reported that 

“unrealistic marketing” leads to issues in users’ mental models of VAs. This cate-

gory comprised two emerging topics, resulting in two phrases. The first topic 

emerged from comments arguing that VAs’ developing companies do not present 

enough content to explain how conversational interfaces and AI works. “With voice 

assistants, users buy a product whose actual capabilities they do not know, as those 

capabilities are not visible. If one buys a piece of software, there is a way to check 

its features before purchasing. Voice assistants do not offer this discrete set of fea-

tures. (…). It’s like buying the proverbial pig in a poke.” (P16). We synthesized this 

topic’s responses as: Brands present little institutional content about the Assis-

tants and Artificial Intelligence, leading users to buy the product without being 

aware of its capabilities. 

The second emerging topic was the unrealistic nature of VAs’ marketing. 

The professionals argued that the developing companies usually advertise the sys-

tem by choosing simple and flawless use cases. Such marketing also tends to over-

play the VAs’ intelligence and capacity. “Mismatch between how systems are mar-

keted (ie, social capabilities are oversold and underdelivered) and the nature of 

current interactions (ie, limited to question-response). Similarly, this raises expec-

tations about how people can interact with these systems.” (P13). This topic 
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resulted in another statement: Marketing raises users' expectations by exagger-

ating the Voice Assistant's social skills and intelligence, showing use cases that 

are too simple and fluid.  

In a similar stream, five participants indicated “influences of science fic-

tion” on users’ perceptions. Overall, the responses reported that science-fiction me-

dia picture AI systems as highly intelligent and capable of features that current VAs 

do not match. “The perception that the vast majority holds towards virtual assis-

tants is of an extremely complex and futuristic, as in [science] fiction movies.” (P4). 

We considered all the comments to create one statement to this category: In Science 

Fiction, systems powered with Artificial Intelligence are pictured as futuristic, 

intelligent, sensitive, talkative, and capable, creating unaligned perceptions 

about current Assistants. 

Finally, the last type of impacting factor for users’ models was “the lack of 

user research” conducted by developers. Only one participant approached this 

theme, arguing that “I believe [this factor] to be of great importance for the creation 

of conversational flows: not conducting studies about UX [user experience] with 

the assistant (…) It is important to define a real focus to the skill and work in cre-

ating that flow, considering particularly the user experience.” (P7). We rephrased 

the professional’s comment to develop a statement: Developers conduct little re-

search about user experience, which is paramount to creating conversational 

flows. 

 Considering the results, we present below the 16 statements resulting from 

the first question of the Delphi’s first round (panel 6.1).  

 
Panel 6.1 – Statements generated from round one’s first question. 

PART 1 - Causes for misalignments in users' mental models 

Users do not know the Voice Assistants and the Artificial Intelligence tech-nical limitations and 

require the Assistant to perform tasks and recognize commands beyond its capabilities. 

Bad previous experiences with other voice interfaces create negative expectations for the 

Voice Assistants on users. 

Users do not look for information about the Voice Assistant before buying it, especially for 
tasks that are deemed unnecessary. 

Privacy concerns hinder users from interacting with the Assistants for long enough to construct 

correct mental models. 
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Users construct their mental models of conversations through human interactions, but Voice 

Assistants have lower conversational skills, letting down expectations and causing frustration.  

Characteristics that induce anthropomorphism (e.g., voice, name, gender, metaphors, humor) 

cause users to expect Voice Assistants would be as capable as a human. 

Voice Assistants do not explain to users about their skills, how they should be utilized, how 
they process commands, how they make decisions, or how to recover from failures. 

Voice Assistants do not explain their limitations for certain actions, such as recognizing the 

conversational context. 

Voice Assistants do not tell users when they update, nor explain the updates in their skills. 

Voice Assistants do not present initial instructions to users, leaving them without knowing what 

to expect from the product. 

Voice Assistants are too complex and demand too much of the users' cognition. 

Voice Assistants from different brands have different skills, leading to the belief that an Assis-
tant might have the same skills as the others. 

Brands present little institutional content about the Assistants and Artificial Intelligence, leading 

users to buy the product without being aware of its capabilities. 

Marketing raises users' expectations by exaggerating the Voice Assistant's social skills and 

intelligence, showing use cases that are too simple and fluid.  

In Science Fiction, systems powered with Artificial Intelligence are pictured as futuristic, intel-

ligent, sensitive, talkative, and capable, creating unaligned perceptions about current Assis-
tants. 

Developers conduct little research about user experience, which is paramount to creating con-

versational flows. 

 
6.2.2. 
Solutions to deal with misalignments in users’ mental models 

 

 As for the first round’s second open-ended question, we displayed a query 

to the participants: “In your opinion, what solutions could solve the issue of users' 

incorrect mental models of Voice Assistants? Please, present at least three solutions 

and, for each one, explain why it is appropriate.” The 59 answers to this query 

resulted in twelve categories of potential solutions to be applied to VAs. Table 6.3 

shows the categories and their respective citation count.  
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Table 6.3 – Categories of solutions and the number of participants who cited them. 

Category of solution Number of participants 

Changes in users’ behavior 7 

Increase VAs’ transparency 10 

Highlight user-VA colaboration 2 

Improve error-handling mechanisms 3 

Mitigate VAs’ anthropomorphism 4 

Offer supplementary content and tutorials 5 

Handle privacy concerns 3 

Change marketing strategies 3 

Improve the developers’ skills 1 

Conduct research and understand usage contexts 6 

Apply best practices 3 

Improve speech recognition 3 

 

 As shown above, seven professionals provided comments arguing that 

“changes in users’ behavior” would be a fitting solution to align their mental mod-

els. We identified three main themes for this category. Firstly, some participants 

suggested that users should look after information on VAs to improve the quality 

of interactions: “Read first, use later: if this happens, they [the users] will certainly 

have a mental model that is more central on the real capacity of the acquired prod-

uct” (P6). From this topic, we created a statement: Users should inform them-

selves better about the Assistants before utilizing them (e.g., read official and 

unofficial content about the product). 

 In the second place, two professionals suggested that users should be trained 

on how to interact with VAs: “As for the language understanding, maybe we need 

to train users in the kind of language patterns voice assistants do understand.” 

(P16). Such a topic resulted in a phrase for the second questionnaire: Users should 

receive training on how to use Voice Assistants, including supported language 

patterns. This category also had a third theme, which only one participant men-

tioned. They argued that, similar to other technology, people will learn how to use 

VAs over time: “Just like we have with digital education to access the internet and 

other digital services, I believe that soon the moment will arrive when we will learn 

how to interact with conversational services.” (P2). Since this comment was very 
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distinct from the others, we developed a statement: No solution should be applied 

to Voice Assistants since users will naturally learn how to interact.  

The category with the greater number of citations was “increase VAs’ trans-

parency”, mentioned by ten participants. The first theme that emerged from re-

sponses in this category was the need for explicit explanations from the VA about 

how it functions and how broad its scope is. “Explanation methods of the assistant’s 

decisions and action should be explained so that the comprehension of the limits 

and scope may be apprehended by the user” (P18). In summary: Voice Assistants 

should provide examples and explanations about their skills' scope and action 

execution, decision making, and learning processes. 

 Likewise, some professionals proposed that these explanations should be 

embedded throughout interactions to guide the users to a more solid understanding 

of the system: “Embedding conversational gambits that clarify context as a human 

would, and storing the results, would correct the mental model over time. (i.e 

'Kitchen Hob not found, what light would you like to turn on?' -- 'Kitchen Top')” 

(P12). We synthesized comments in this sense into a statement: Voice Assistants 

should present usage tips throughout interactions, including mechanisms to 

clarify the conversation context. The main nuance between the two phrases in this 

category is that the prior focuses on explanations of the VAs’ scope and function-

ing, while the latter suggests presenting information on how to utilize the VA.  

 The following category is also related to changes in VA design: three par-

ticipants suggested that VAs’ should “highlight user-VA collaboration”. The two 

responses in this category argued that VAs could learn from users, improving the 

VA generally and aligning it with the users’ preferences: “Highlight the importance 

of collaboration: the VA’s learning depends on the user’s interaction. Such collab-

oration allows the customization and improvement of suggestions, according to the 

user’s preferences.” (P8).  The combined comments resulted in a statement: The 

Voice Assistant should clarify the importance of the collaboration between 

user and system, allowing users to teach content to the Assistant. 

 Three participants indicated that, to align users’ mental models with VAs’ 

actual skills, developers should “improve error-handling mechanisms”. The main 

difference between this category’s two themes is the channel in which such mech-

anisms would be presented. One participant proposed creating an independent in-

terface for users to review failures: “Possibly having an error-correction interface 
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on another modality, as a web page or app, allowing users to look at the unsuc-

cessful queries and understand where they were recognition errors (…) and where 

they were out of scope and the idea that the system can perform such a query should 

be removed.” (P12). We summarized this comment into a single phrase: There 

should be a platform that shows failed past interactions to help users under-

stand the reasons for errors and the system's scope. In addition, the other pro-

fessionals argued that error-recovery strategies should be embedded in interactions: 

“Exposing more data on where it doesn't understand would also help train the user 

to understand the computational model. Instead of just saying 'I didn't understand, 

try saying it another way', it could expose what was outside the model with 'Asking 

'closest restaurant to' is unsupported, try a different type of question.” (P12).  The 

resulting statement is as follows: Developers should create error recovery mech-

anisms (ex: inform what was misunderstood and how to reformulate the com-

mand). 

 Interestingly, while eight professionals have pointed to VAs’ humanness as 

a cause for misperceptions, only four participants suggested to “mitigate VAs’ an-

thropomorphism”. We identified two solutions in this category’s comments: 1) re-

move or diminish features such as voice, name, gender, and metaphors to mitigate 

anthropomorphism, and 2) clarify to users that the VA is not a human. The follow-

ing response comprises these two themes: “I saw cases in which (…) the chatbot 

itself was programmed to inform [the user] that it was a robot (…) Another strategy 

was not to use a person’s name nor attribute gender.” (P21). This category resulted 

in two statements: 1) The Voice Assistant should clarify the importance of the 

collaboration between user and system, allowing users to teach content to the 

Assistant., and 2) Developers should avoid characteristics that humanize the 

Voice Assistant (e.g., name, gender, natural voice, metaphors). 

 Furthermore, five participants argued that companies should “offer supple-

mentary content and tutorials” to users. A group of experts suggested that users’ 

initial interactions should be supported by tutorials and instructions to aid users’ 

learning and improve their mental models. “Companies making mini-tutorials: I 

believe this would help people a lot when they acquired their first virtual assistant” 

(P6). Such comments served as a basis for a phrase: Voice Assistants should pre-

sent initial instructions, tutorials, and information about new supported ac-

tions and new ways to formulate commands. 
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 On the other hand, two participants argued that developers and companies 

should offer content explaining how the technology, specifically, AI, works. “De-

mystification of the technology behind the conversational interface through evan-

gelist contents, in different levels of detail to reach all audiences.” (P9). Consider-

ing their responses, we developed another statement: Manufacturers and profes-

sionals from the Artificial Intelligence field should offer information about 

such technology to the population in an accessible manner (e.g., institutional 

material). 

The following solution types was suggested by the professionals was to 

“handle privacy concerns” from users. The participants argued that users’ privacy 

concerns might step in the way of other solutions, and therefore it is necessary to 

make it clear how users’ data are handled. “Clearer understanding of privacy poli-

cies related to voice interactions. This can help users better understand if they want 

to use their voice assistant to perform certain interactions.” (P17). Consequently, 

the following phrase was developed: The Voice Assistant should explain to users 

about the privacy of their data to help them decide which tasks to perform. 

Besides the solution categories that proposed changes to the VA design, we 

also observed indications that developers and companies should undergo modifica-

tions to improve users’ perceptions. In the first place, three participants argued that 

it is essential to “change marketing strategies”. In line with the findings of the pre-

vious section, showing that VAs’ marketing is considered unrealistic, the profes-

sionals reported that VAs’ advertisements should present to these system’s true ca-

pacities: “With more appropriate branding companies can signpost to people they 

are interacting with a machine, setting appropriate expectations and improving 

transparency simultaneously.” (P13). This category led to a single statement: Mar-

keting on Voice Assistants should stick to these systems' actual capabilities, 

presenting common and realistic use cases. 

Similarly, the participants argued that the development team should “im-

prove the developers’ skills” and “conduct research and understand usage con-

texts”. One professional explained that properly designing the conversational flow 

is key to improving VAs, but conversational designers are not always aware of 

technical limitations: “I think that an alignment of technical requirements could 

happen so that the [conversational] flow may be constructed (…) someone from the 

team should be up to date and aligning both sectors, the conversational and the 
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development” (P7). We rephrased the professional’s response: Developers of con-

versational flows should receive training on the Assistans' technical limitations 

so they can produce appropriate flows. 

Likewise, six experts answered that developers should understand the users 

and their contexts when designing solutions. Such comprehension included users’ 

objectives, characteristics, interactional behavior, and mental models. “VAs may be 

used only thorough voice or through text, with a screen or with other interface 

types. They may be used for home automation in a silent and calm ambient, may be 

used in chaotic traffic, may be used in a dangerous and noisy street, may be used 

from afar (…) or close to the user (…). The mental models will change, and the 

research and evolution should be continuous” (P11). We comprised the comments 

in this category in a statement: Developers should understand users (e.g., pro-

files, goals, contexts, behavior, semantics, mental models) to create solutions 

that address their needs and context. Expressly, some experts also indicated the 

need to research human-human communication practices to adapt user-VA interac-

tions. Comments from this topic relate to the last section’s results, which pointed 

that users tend to construct their mental model of conversations from human inter-

actions. “The last one is tough, but much more research needs to go into under-

standing how supplementary information is exchanged during dialogue between 

humans, and how this might be adapted (not mimicked!) for a human-machine di-

alogue context.” (P13). Such a theme resulted in a phrase: Developers should re-

search mechanisms in human conversations and adapt them to interactions 

with Voice Assistants. 

“Apply best practices” of usability and conversational design was another 

category focused on the developers’ work in designing VAs. “There are some ge-

neric key points that might be employed, for example, apply best practices in the 

first use (users’ onboarding), reinforcing what was understood by the system, [ap-

plying] only one question per query (…), expose possible options for [questions 

which have] limited options etc” (P11). We synthesized this category in a single 

statement: Developers should always apply best practices of usability and voice 

interaction when designing Voice Assistants. 

Finally, three participants suggested that improving speech recognition 

would aid users in improving their mental models. Responses from this category 

seemed to propose dealing with users’ misperceptions by improving the VA to meet 
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their expectations. “Improvements in the recognition of synonyms and similar com-

mands to improve the recognition of the users’ intents” (P1). Therefore, the last 

phrase was created: Developers should improve speech recognition technology 

(e.g., synonyms, intents, words in other languages, accents, localization, and 

different voice types and users). 

Below, panel 6.2 presents the 19 statements resulting from the analysis re-

ported above:  

 
Panel 6.2 – Statements generated from round one’s second question. 

PART 2 - Solutions to deal with the mental model issue 

Users should inform themselves better about the Assistants before utilizing them (e.g., read official and 
unofficial content about the product). 

Users should receive training on how to use Voice Assistants, including supported language patterns. 

No solution should be applied to Voice Assistants since users will naturally learn how to interact. 

Voice Assistants should provide examples and explanations about their skills' scope and action execu-

tion, decision making, and learning processes. 

Voice Assistants should present usage tips throughout interactions, including mechanisms to clarify the 

conversation context. 

The Voice Assistant should clarify the importance of the collaboration between user and system, allowing 

users to teach content to the Assistant. 

There should be a platform that shows failed past interactions to help users understand the reasons for 

errors and the system's scope. 

Developers should create error recovery mechanisms (ex: inform what was misunderstood and how to 

reformulate the command). 

The Voice Assistant should clarify the importance of the collaboration between user and system, allowing 

users to teach content to the Assistant. 

Developers should avoid characteristics that humanize the Voice Assistant (e.g., name, gender, natural 

voice, metaphors). 

Voice Assistants should present initial instructions, tutorials, and information about new supported ac-

tions and new ways to formulate commands. 

Manufacturers and professionals from the Artificial Intelligence field should offer information about such 

technology to the population in an accessible manner (e.g., institutional material). 

The Voice Assistant should explain to users about the privacy of their data to help them decide which 

tasks to perform. 

Marketing on Voice Assistants should stick to these systems' actual capabilities, presenting common and 

realistic use cases. 

Developers of conversational flows should receive training on the Assistans' technical limitations so they 

can produce appropriate flows. 
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Developers should understand users (e.g., profiles, goals, contexts, behavior, semantics, mental models) 
to create solutions that address their needs and context. 

Developers should research mechanisms in human conversations and adapt them to interactions with 
Voice Assistants. 

Developers should always apply best practices of usability and voice interaction when designing Voice 
Assistants. 

Developers should improve speech recognition technology (e.g., synonyms, intents, words in other lan-
guages, accents, localization, and different voice types and users). 

  

This section presented the categories of responses given by participants con-

cerning causes for users’ misperceptions and solutions to address this issue. The 35 

statements resulting from such analysis were used in round two, as presented below.  

 
6.3. 
Second and third round’s results 

 

In the Delphi’s second questionnaire, we presented the statements derived from 

the first round along with a 7-point Likert scale, asking participants to rate each 

phrase according to their level of agreement. The professionals could also leave 

optional comments. Although only eight participants have left comments, a total of 

18 participants evaluated the statements, being the sample for this round (n = 18). 

We will present the results by exposing, for each statement, the following descrip-

tive statistics: mean, median, Interquartile Range (IQR), and percentages of agree-

ment, disagreement, and neutrality. The sections will also present some open com-

ments from the participants, which support the interpretation of the quantitative 

data.  

 As for the study’s third round, we presented the before-mentioned statistics 

for each statement and provided open fields for optional comments. Five profes-

sionals answered the form, but only two left comments on the results (n = 2). Such 

a low response rate was somehow expected since leaving comments was optional. 

Considering the third round’s small sample, we decided to add these comments to 

this section instead of creating a separate part. 

Each section will start by presenting the statements for which the experts 

reached a strong consensus (i.e., IQR ≤ 1 AND agreement/disagreement percentage 

≥ 75%). Then, we proceed to statements that reached only mild consensus (i.e., IQR 
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≤ 1 OR agreement/disagreement percentage ≥ 75%). Finally, we display the phrases 

that caused incongruencies among the group’s views.  

 

6.3.1. 
Causes for issues in users’ mental models 
 

 The first part of the questionnaire prompted the participants the following 

instruction: “Below, we present statements that summarize the groups' opinions 

about the CAUSES that lead users of Voice Assistants to form mental models that 

are unaligned with these systems' actual capabilities. Please state your level of 

agreement with each statement below on a 1 to 7 scale. You may also leave op-

tional comments on the statements”. In total, the professionals reached a strong 

consensus on five statements (table 6.4), mild consensus on four statements (table 

6.5), and could not reach a consensus for the remaining seven phrases (table 6.6).  

 
Table 6.4 – First part’s statements for which the professionals reached a strong consensus. 

# Statement 
Mean 

Me-
dian IQR 

Agree-
ment 

Uncer-
tainty 

Disa-
gree-
ment 

S1 
Bad previous experiences with other voice inter-
faces create negative expectations for the Voice 
Assistants on users. 

6,22 6 1 100% 0% 0% 

S2 

Characteristics that induce anthropomorphism 
(e.g., voice, name, gender, metaphors, humor) 
cause users to expect Voice Assistants would 
be as capable as a human. 

5,61 6 1 89% 6% 6% 

S5 

Users construct their mental models of conver-
sations through human interactions, but Voice 
Assistants have lower conversational skills, let-
ting down expectations and causing frustration.  

6,11 6 1 89% 11% 0% 

S9 Voice Assistants are too complex and demand 
too much of the users' cognition.  2,67 2 1 11% 11% 78% 

S14 

In Science Fiction, systems powered with Artifi-
cial Intelligence are pictured as futuristic, intelli-
gent, sensitive, talkative, and capable, creating 
unaligned perceptions about current Assistants. 

6,22 6,5 1 89% 11% 0% 

 

 The results from round two show that all participants strongly accorded that 

previous bad experiences with other voice interfaces influence users’ mental mod-

els of VAs (S1). Such a phrase was part one’s only statement that reached a 100% 

level of agreement. One professional highlighted in the comments that such an af-

firmation only applies to real-life interfaces, not mediatic representations that could 

lead to an opposite effect. 
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Both statements 2 and 5 – which are somehow related to the impact of VAs’ 

humanness on users’ perceptions – caused a strong consensus. These were the only 

drivers directly related to VA design that reached a strong consensus in the first 

part. On this topic, Participant 17 commented that “From my experiences, users 

that anthropomorphize VAs can expect more human-like interactions which are not 

yet available in many VA devices and given the limited visual interaction, some may 

find it confusing to interact with VAs without more training and knowledge of what 

to do.” (P17). 

Oppositely, statement 9 was the only phrase leading to a strong consensus 

of disagreement among all of the questionnaire’s statements (median =  2 / disa-

gree). That is, it was unanimous that a high level of complexity in VAs does not 

lead to issues in users’ understandings. One professional highlighted that VAs are 

not complex, nor require too much cognitive load. However, another participant 

argued that VAs complexity could be an issue for novice users: “As I see it, this 

scenario [high complexity of VAs] could be applied to novice users, without previ-

ous experience. Something like the beginning of the learning curve” (P5).   

In addition, the group mutually agreed that media picturing AI-powered sys-

tems as futuristic and intelligent (S14) causes misalignments in users’ models. No 

professional further commented on this affirmation.  

 
Table 6.5 – First part’s statements for which the professionals reached mild consensus. 

# Statement 
Mean 

Me-
dian IQR 

Agree-
ment 

Uncer-
tainty 

Disa-
gree-
ment 

S3 

Users do not know the Voice Assistants' technical 
limitations and require the Assistant to perform 
tasks and recognize commands beyond its capabil-
ities.  

6,17 6,5 1,75 94% 6% 0% 

S13 

Marketing raises users' expectations by exaggerat-
ing the Voice Assistant's social skills and intelli-
gence, showing use cases that are too simple and 
fluid. 

5,78 6 1,75 78% 17% 6% 

S8 
Voice Assistants do not explain their limitations for 
certain actions, such as recognizing the conversa-
tional context. 

5,61 6 2 83% 6% 11% 

S10 
Voice Assistants do not explain to users about their 
skills, how they should be utilized, how they pro-
cess commands, how they make decisions, or how 
to recover from failures. 

5,72 6 2 89% 6% 6% 

 

The medians and agreement percentages indicate that the group recognized 

the impact of the statements in table 6.5 on users’ mental models. Nonetheless, the 
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IQR value of > 1 suggests that the participants could not reach a consensus on how 

much these factors are relevant. The group reached a mild consensus for statement 

3 but did not provide further arguments. On the other hand, the professional who 

disagreed with statement 13 mentioned that: “I think the marketing of what can be 

done is fine and matches what the devices can do. I think that the challenge is user 

expectations and desires of what could be.” (P17).  

Similar to the phrases in table 6.4, only two statements (S8 and S10) focused 

on VA design, originating from the previously mentioned “VAs’ transparency” cat-

egory. In statement 8, one professional argued that providing detailed information 

such as limitations could jeopardize the experience and make the VA more com-

plex. Similarly, participant 1 also questioned the need for presenting certain infor-

mation: “I agree that [the VAs] do not explain about its capabilities, but I do not 

understand the ‘processing of commands’. Why would they need to explain how 

they process their commands or make decisions?” (P1).  

As mentioned before, we will also present the third round’s results in this 

section. Only one participant left comments on the phrases above. They mentioned 

that VAs are still early concepts, still in development, making marketing and sup-

port strategies precocious. According to them, this idea is reinforced by the fact that 

misunderstandings about the VAs are not limited to users only, extending even to 

developers. They also mentioned that VAs are, in fact, complex when compared 

with other products due to the large scope made possible by free speech.  

 
Table 6.6 – First part’s statements for which the professionals did not reach consensus. 

# Statement 
Mean 

Me-
dian IQR 

Agree-
ment 

Uncer-
tainty 

Disa-
gree-
ment 

12 
Brands present little institutional content about the 
Assistants and Artificial Intelligence, leading users 
to buy the product without being aware of its capa-
bilities. 

4,56 5 1,75 61% 11% 28% 

16 
Users do not look for information about the Voice 
Assistant before buying it, especially for tasks that 
are deemed unnecessary.  

5,06 5,5 2 56% 33% 11% 

6 Voice Assistants do not tell users when they update, 
nor explain the updates in their skills. 4,94 6 2,5 72% 0% 28% 

4 
Privacy concerns hinder users from interacting with 
the Assistants for long enough to construct correct 
mental models. 

3,83 3 2,75 33% 11% 56% 

15 
Voice Assistants from different brands have different 
skills, leading to the belief that an Assistant might 
have the same skills as the others.  

5,17 5 2,75 67% 22% 11% 
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11 
Developers conduct little research about user expe-
rience, which is paramount to creating conversa-
tional flows. 

4,22 4,5 3 50% 11% 39% 

7 
Voice Assistants do not present initial instructions to 
users, leaving them without knowing what to expect 
from the product. 

5,00 5,5 3,75 56% 17% 28% 

 

 Table 6.6 presents the phrases that did not lead to any consensus among the 

group. While the sample tended to agree with statement 12 (median = 5/ partially 

agree), a high percentage of the group disagreed with such an idea (28%). Partici-

pant 17 explained that brands do advertise VAs properly, but some users unexpect-

edly receive VAs as gifts from other people, and therefore had no previous aware-

ness of their functioning. As for statement 16, two participants argued against the 

affirmation by mentioning that it would not make sense to read about skills consid-

ered unnecessary, and not reading manuals is standard behavior for any product. 

Both professionals also considered that such a statement unfairly blames the user 

for issues with VAs rather than the product’s design: “I think it is complex to 

“blame” the user. The user should not have to look after information on how to 

use, the communication should be intuitive and guided. Maybe it is a cause (okay, 

users do not inform themselves), but it is not, in my opinion, a fair cause” (P1).  

 The professionals tended to agree with statement 6, but 28% disagreed with 

the affirmation. Participant 5 argued that “updates concerning the scope or the as-

sistant’s functionalities do not seem to me as something reasonable to notify the 

user”. Despite a slight tendency to disagree with statement 4 (median = 3/ partially 

disagree), the percentages show that the group’s opinions were split for this cause. 

Overall, three participants commented that, while people with strong privacy con-

cerns simply avoid using VAs, such concerns are not significant for how users in-

teract: “I don't think that users are really adapting/reducing their interactions with 

voice assistants due to privacy concerns. From my experience, people who have 

privacy concerns do not use voice assistants at all (…). Others, although they are 

aware of and know about privacy risks (…), seem to not really change their inter-

action behavior.” (P16).  

 Statement 15 also provoked a tendency of agreement (media = 5/ partially 

agree) that could not reach a consensus. Only one participant attributed a possible 

confusion between VAs from different brands to their humanness: “The distinction 

between brands is clear (such as smartphones). However, the conversational 
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interfaces’ humanization makes this distinction increasingly invisible.” (P5). The 

phrase closest to neutrality (S11; median = 4,5) also divided the group. In their 

comments, two participants reported that conversational design is a new area, still 

lacking tools or skilled professionals to deal with user experience appropriately: “I 

think developers are aware of the importance of user experience, however, the ex-

pertise required for CUI design might not always be available since it is a reemerg-

ing area.” (P17). Finally, statement 7 had the higher IQR, indicating the highest 

dispersion in the professionals’ opinions. No comments were provided for this 

statement. 

 In round three, the participants left two comments about the statement in 

table 6.6. Participant 5 argued in favor of the VAs’ proactivity, explaining that no 

other products could find appropriate moments to proactively provide information 

for users. Nevertheless, using Alexa and Amazon’s newsletter as an example, they 

argued that such content is still limited to English, posing barriers to non-English 

speakers. Furthermore, participant 2 considered the lack of consensus good. “I be-

lieve there are differences in roles, lives, and knowledge among the other partici-

pants in this study. Some aspects of this market may change a lot according to with 

whom you are talking to” (P2). 

 

6.3.2. 
Solutions to deal with misalignments in users’ mental models 

 

The questionnaire’s second part presented the following instructions to the 

professionals: “Below, we present statements that summarize the groups' opinions 

on the SOLUTIONS to align users' mental models with the Voice Assistants' actual 

capabilities. Please state your level of agreement with each statement below on a 

1 to 7 scale. You may also leave optional comments on the statements.” The par-

ticipants reached a strong consensus for eight statements (table 6.7) and mild con-

sensus for eight phrases (table 6.8). Only three statements did not lead to consensus 

(table 6.9). 

 
Table 6.7 – Second part’s statements for which the professionals reached a strong consensus. 

# Statement 
Mean 

Me-
dian IQR 

Agree-
ment 

Uncer-
tainty 

Disa-
gree-
ment 
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24 

Voice Assistants should present initial instructions, 
tutorials, and information about new supported ac-
tions and new ways to formulate commands. 6,00 6,5 1 83% 6% 11% 

25 

Marketing on Voice Assistants should stick to these 
systems' actual capabilities, presenting common and 
realistic use cases. 6,28 6 1 100% 0% 0% 

26 

Developers should improve speech recognition tech-
nology (e.g., synonyms, intents, words in other lan-
guages, accents, localization, and different voice 
types and users). 6,11 6,5 1 89% 0% 11% 

27 

Developers should create error recovery mecha-
nisms (ex: inform what was misunderstood and how 
to reformulate the command). 6,44 7 1 94% 6% 0% 

29 

Developers of conversational flows should receive 
training on the Assistants' technical limitations so 
they can produce appropriate flows. 6,11 7 1 83% 11% 6% 

30 

Developers should understand users (e.g., profiles, 
goals, contexts, behavior, semantics, mental models) 
to create solutions that address their needs and con-
text. 6,33 7 1 94% 6% 0% 

31 

Developers should research mechanisms in human 
conversations and adapt them to interactions with 
Voice Assistants. 6,11 6 1 94% 6% 0% 

32 

Developers should always apply best practices of us-
ability and voice interaction when designing Voice As-
sistants. 6,28 7 1 89% 11% 0% 

 

As presented in table 6.7, six out of the eight statements that reached a 

strong consensus were solutions directed to developers. On this topic, one partici-

pant stated that the word “developer” should encompass all the professionals who 

are involved in VAs’ development, and not only software developers. We also iden-

tified that the solutions reaching a solid consensus in part two had more extreme 

mean and median values than phrases in part one. These statistics might mean that 

the group had stronger opinions towards the solutions.  

Interestingly, presenting information, tutorials, and instructions (S24) was 

unanimously considered an adequate solution to align users’ perceptions (median = 

6,5), even though the professionals have expressed concerns about presenting too 

much information in their previous comments. Likewise, while marketing did not 

induce a strong consensus as a cause for issues in users’ perceptions, statement 25 

was the only solution to cause a 100% level of agreement. The group did not report 

any comments for these statements.  

The professionals also agreed that developers should focus on improving 

speech recognition (S26; median = 6,5) and error-handling mechanisms (27; me-

dian = 7/ strongly agree), but no comments were provided. The group tended to 

strongly agree that developers of conversational flows should receive technical 
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training (S29), with one participant extending this recommendation for developers 

responsible for error-handling strategies. No comments were reported for statement 

30, with which the group tended to strongly agree (median = 7).  

As for statement 31, the group unanimously agreed (median = 6), but two 

participants left concerns. Participant 16 mentioned that VAs already count on qual-

ified professionals from the linguistics or natural language processing (NLP) fields 

to study human communication. Participant 17 also argued that command-based 

interactions might be beneficial in some cases: “For my own experiences, some 

users appreciate the command interactions for their convenience in certain tasks. I 

think it could be beneficial to explore for more complex tasks, but I think it would 

depend on the task the VA is being used to facilitate.” (P17). Similarly, applying 

best practices (S32) led to a strong consensus of agreement (median = 7/ strongly 

agree), but participant 11 regarded: “Yes, but also [it is necessary to] study the cur-

rent solutions and evolve them when necessary, test, and experiment other paths. It 

[VAs] is still a very new scenario, with iterations every day. A best practice for one 

scenario may not work for others” (P11).  

The only professional to comment on this group of statements in round three 

was participant 5. They mentioned that the solutions in table 6.7, if applied, will 

surely be beneficial for the yet-to-be-explored world of conversational interfaces. 

 
Table 6.8 – Second part’s statements for which the professionals reached mild consensus. 

# Statement 
Mean 

Me-
dian IQR 

Agree-
ment 

Uncer-
tainty 

Disa-
gree-
ment 

34 
Users should receive training on how to use Voice 
Assistants, including supported language patterns. 4,00 4 1 33% 44% 22% 

20 

Voice Assistants should present usage tips through-
out interactions, including mechanisms to clarify the 
conversation context. 6,00 6,5 1,75 89% 6% 6% 

35 
No solution should be applied to Voice Assistants 
since users will naturally learn how to interact. 2,72 2,5 1,75 17% 6% 78% 

17 
Voice Assistants should make it clear for users that 
they are talking to a machine and not a human. 5,56 6,5 2 78% 11% 11% 

19 

Voice Assistants should provide examples and expla-
nations about their skills' scope and action execution, 
decision making, and learning processes. 6,06 6,5 2 94% 6% 0% 

22 

The Voice Assistant should explain to users about 
the privacy of their data to help them decide which 
tasks to perform. 5,67 6 2 78% 17% 6% 

23 

Manufacturers and professionals from the Artificial 
Intelligence field should offer information about such 
technology to the population in an accessible manner 
(e.g., institutional material). 5,72 6 2 78% 17% 6% 
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28 
There should be a platform that shows failed past in-
teractions to help users understand the reasons for er-
rors and the system's scope. 5,50 5,5 2 78% 17% 6% 

 

Table 6.8 shows another eight statements that reached mild consensus. 

Statement 34 was the only consensus of the group’s opinions tending to neutrality. 

Although the agreement/disagreement percentages were balanced, the IQR value of 

1 and the median of 4 suggest that the participants collectively tended to stay neutral 

towards training users. Four participants commented on this topic, arguing that us-

ers usually do not read manuals or instructions and that such a solution could di-

minish the naturality of user-VA interactions. The participants proposed that infor-

mation should be provided to users subtly throughout interactions. “On the one 

hand, we want to humanize/ make interactions natural, but on the other hand, we 

want to instruct users. There is a controversy. (…) I doubt users would spend time 

searching and reading information about how to use the VA. Here we could insert 

the [VAs’] proactivity.” (P5). 

In line with the previous suggestion, the group reached a mild consensus in 

agreeing that usage tips could be included throughout interactions (S20). However, 

one participant was concerned that adding too many tips could make interactions 

tedious and slow. “I think there might be many ways to make mental models more 

accurate, but I don't think all of them ought to be simultaneously applied as it would 

eliminate the fun and convenience that leads people to interact in the first place” 

(P14).  

The only statement with which the group tended to disagree was that no 

solution should be employed (S35). Such a result was somehow expected since the 

group acknowledged many impactful factors for issues in users’ perceptions (sec-

tion 6.2), and therefore not applying any solution might not solve the problem. Only 

one participant commented this phrase: “I do think there should be an improvement 

which is why I somewhat disagree with the idea that users will learn how to interact, 

but again I think it comes down to the conceptual and mental models aligning, and 

I believe this will be at the task level.” (P17). 

The participants reached a mild consensus in agreeing with statements 17 

and 19 (median = 6,5), but no comments were provided. The results for statement 

19 were aligned with the statistics described for statement 10 in section 6.2, mean-

ing that the group kept their mild consensus for the adequacy of a cause (statement 
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10) and a solution (statement 19). Statements 22 and 23, with which the group 

tended to agree, had the same median (6/ agree) and agreement percentage (78%), 

and only one participant commented on each phrase. Participant 17 explained that 

privacy issues still prevent VA adoption (S22), so it is useful to clarify this topic. 

Moreover, participant 11 agreed with statement 23 but argued that such a solution 

alone would not solve the issue of users’ mental models.  

As for creating a platform showing failed past interactions (S28), although 

the group accorded slightly that it would be a proper solution, two participants ex-

pressed concerns. Participant 5 believed that users would not consult such an inter-

face, and since user-VA interactions are quick, there is room to accommodate the 

trial-and-error approach: “It is not interesting that the user finds out a failure 

through trial-and-error and ends up giving up. However, I imagine that such cases 

are similar to a human conversation in which (…) they try to clarify what was said” 

(P5). Participant 11 also argued that solutions should not place the responsibility of 

change on the user, but should modify the product itself: “Again, it seems to me that 

we are suggesting educating the users to understand our project instead of evolving 

the project to have adequate usability to the users”.  

Again, only one professional left a comment on round three. They repeated 

that the field of conversational design is emergent, and the solutions represented in 

statements 17, 19, 20, and 22 could be particularly beneficial for users.  

 
Table 6.9 – Second part’s statements for which the professionals did not reach consensus. 

# Statement 
Mean 

Me-
dian IQR 

Agree-
ment 

Uncer-
tainty 

Disa-
gree-
ment 

18 

Developers should avoid characteristics that hu-
manize the Voice Assistant (e.g., name, gender, 
natural voice, metaphors). 3,83 4 2 39% 22% 39% 

21 

The Voice Assistant should clarify the importance 
of the collaboration between user and system, al-
lowing users to teach content to the Assistant. 5,50 6 2,75 72% 22% 6% 

33 

Users should inform themselves better about the 
Assistants before utilizing them (e.g., read official 
and unofficial content about the product). 4,61 4 4 44% 22% 33% 

 

 Finally, table 6.9 displays the statements that did not lead the group to a 

consensus. The participants had split opinions on statement 18, tending to stay neu-

tral. We identified that the agreement and disagreement percentages are the same 

(39%), reinforcing that the group could not reach a consensus. Three participants 
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left comments on this topic. One of them, who tended to agree, argued that: “the 

developers should humanize the assistant to make it more ‘approachable’, partic-

ularly for a modality with such immediatism and rich social presence” (P5). On the 

other hand, other professionals also mentioned that, for some tasks, humanizing the 

VA might not be beneficial or safe. Participant 16 argued that it might be too late 

to abolish the anthropomorphic features. “I believe we are past this point of avoid-

ing human characteristics. Maybe we should focus on making people understand 

that although the voice assistant has human characteristics, its capabilities are dif-

ferent - there are things the voice assistant can do better than humans, and others 

which it cannot do at all.” (P16). Curiously, while the group could not reach a con-

sensus on removing anthropomorphic characteristics off VAs, they had previously 

accorded that VAs’ humanness is a cause for issues in mental models (section 6.2).  

 Although 72% of the participants tended to agree with statement 21, the IQR 

value of 2,75 suggests a high dispersion on the group’s view. Two participants ex-

plained that users might not want to teach the VA for all tasks and that manufactur-

ers might not allow such collaboration. Finally, the participants tended to stay neu-

tral towards statement 33, resulting in the highest dispersion metric among the 

phrases (IQR = 4). No comments were provided for this phrase.  

 The only professional who commented on these phrases in round three, par-

ticipant 5, reinforced their previous opinions. They argued that anthropomorphic 

characteristics are essential for VAs to connect with users and make interactions 

natural. The professional also proposed that user-system collaboration could result 

from a long user-VA relationship, being attractive for people interested in buying a 

VA.  

 

In the Delphi study, we identified that not every cause to issues in users’ 

misperceptions led the group to suggest a specific solution. For example, while we 

observed a category of “VAs’ anthropomorphic features” as a driver for mispercep-

tions and an equivalent solution of “mitigate anthropomorphism”, other categories 

did not provoke such parallelism. Factors such as differences between VAs, influ-

ences from science fiction media, and the VAs’ complexity were not approached 

directly in the improvement proposals. Likewise, the analysis showed solutions that 

did not seem to directly address any of the reported causes. Some examples are the 
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categories of highlighting user-VA collaboration and improving speech recognition 

technology.  

Moreover, the participants tended to accord more on solutions to deal with 

users’ mental models than on the drivers causing such misperceptions. On the one 

hand, sixteen solutions led to some consensus (strong consensus = 8; mild consen-

sus = 8), and only three did not provoke any accordance. On the other hand, only 

nine causes made the group agree to some level (strong consensus = 5; mild con-

sensus = 4), and the remaining seven factors did not lead to consensus. These results 

indicate that the group was more confident in evaluating solutions than determining 

causes to issues in users’ mental models.  

Similarly, we observed different results for associated causes and solutions, 

such as the before-mentioned anthropomorphism topic. The group reached a strong 

consensus on the influence of VAs’ humanness on users’ perceptions, but did not 

collectively agree that developers should avoid human-like characteristics. Alt-

hough this incongruency was more salient for the humanness theme, we also iden-

tified such a pattern for other categories, such as VAs’ transparency, users’ privacy 

concerns, influences of marketing, and lack of user research. 

The previous chapters reported the results of exploratory interviews and the 

Delphi study. In the next chapter, we will discuss the results of both techniques in 

light of the literature and address this research's goals and questions. 
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7 
Discussion 
 

 

 

 

This research aimed to offer recommendations to align users' mental models 

of VAs with these systems' real capabilities. For this purpose, we conducted litera-

ture reviews, exploratory interviews, and a Delphi study applying a three-phased 

questionnaire. In this chapter, we will discuss our findings in light of the literature 

to address the research's main goal and question (how can VAs be improved to mit-

igate gaps between users' mental models and the VAs' actual capabilities?).  

Overall, the themes discussed in the interviews and in the Delphi study were 

similar, presenting partially coinciding results with the systematic literature review 

(SLR). We observed that the Delphi study led to more topics around users' mental 

models than the interviews, which can be attributed to a greater number of partici-

pants, who also had a longer deadline to prepare their answers. However, in both 

techniques, we identified that the participants did not accord on all emerging 

themes, as shown throughout this chapter. In addition, this study's main difference 

from the SLR's findings were discussions on peripheral factors to VAs' design, such 

as the influence of marketing and science fiction, the weight of stakeholders, and 

the significance of the development team's skills. This incongruence might be ex-

plained by the fact that we purposely limited the SLR's scope to publications re-

porting user studies, while our studies involved developers and researchers. Below, 

we will discuss the main topics identified in the results.   

In the first place, the most controversial subject was the influence of VAs' 

anthropomorphic characteristics on users' perceptions and how to manage such fea-

tures. Similar to the SLR's findings, the participants pointed to names, natural 

voices, metaphors, gender, and a humoristic conversational style as aspects that in-

duce anthropomorphism. According to both techniques' findings, there is a general 

agreement that VAs' humanness leads users to expect human-level skills from these 

systems, including conversational capabilities. As a consequence, the experts re-

ported that users frequently hoped to interact with VAs in a human-like manner, 
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applying conversational styles that are not supported by the interface. These results 

also echo the SLR's findings. Specifically, in the interviews, the gap between users' 

behavior and the VAs' limits was reported to affect task performance and cause 

frustration on users. Moreover, in the Delphi study, the statements reflecting such 

notions were among the only five phrases to cause a strong consensus on partici-

pants in part one.  

Unexpectedly, some interviewed professionals reported cases of users con-

fusing a conversational interface for a human, making the realization that an agent 

is a machine embarrassing and frustrating. These examples were all originated from 

phone-based conversational agents for customer service. Unlike VAs – that have a 

dedicated device (e.g., Alexa and the Amazon Echo) or are embedded in a 

smartphone (e.g., Siri and the iPhone)– users interact with such agents through 

phone calls, and this specificity might account for this for the confusion. Nonethe-

less, the number of skills performed by VAs is increasing steadily, reaching over 

70,000 in 2020 for Alexa alone (STATISTA, 2020). Among these skills, shopping 

applications are common, and VAs might undergo similar issues of the phone-based 

agents if customer support skills are highly anthropomorphized. Thus, the concern 

that users might confuse VAs for humans may not be dismissed and, as pointed by 

one professional, may have ethical implications. The concern about ethics is in line 

the literature on principles for AI systems, as shown by Ruiz and Quaresma (2021). 

The authors reviewed a range of guidelines for AI systems and observed that, to 

follow the principle of human dignity, these systems should indicate to users 

whether they are talking to a machine or another human. 

Despite the professionals' general agreement on the influence of VAs' hu-

manness on users' misperceptions, the participants in both techniques were divided 

on the adequacy of removing the VAs' anthropomorphic features. On the one hand, 

some professionals argued that humanizing the VAs makes interactions more nat-

ural for users, reducing potential tension in talking to robotic-like agents. Similarly, 

interviewed participants commented that humanizing VAs might benefit presenting 

information about the system itself or other complex information. Such a path might 

make information more accessible to the products' target audiences since the ma-

chine's vocabulary can be adjusted to match the users' knowledge or linguistic prac-

tices. This view is somehow consistent with the prevailing belief that the naturality 
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of speech benefits voice interaction in terms of accessibility and user experience 

(BHOWMIK, 2015; PEARL, 2016). 

Arguments favoring anthropomorphism also indicated that the aspect con-

tributes to VAs' image and popularity, which the literature reinforces. Studies have 

pointed that VAs' humanness is a driver for adoption and is specifically valued by 

niches such as children and people with cognitive disabilities (BALASURIYA et 

al., 2018; FESTERLING; SIRAJ, 2020; GARG; SENGUPTA, 2020). Moreover, a 

study by Purington et al. (PURINGTON et al., 2017) showed a relationship be-

tween users' tendency to anthropomorphize VAs and satisfaction, suggesting that 

users may be found of these interfaces' humanness generally.  

On the other hand, experts who disagreed with humanizing VAs argued that 

more straightforward interactions might lead to fewer errors and support task per-

formance. Such opinions echo some studies in the literature which suggest reducing 

VAs' humanness (DOYLE et al., 2019; LUGER; SELLEN, 2016). The participants 

also mentioned that it is necessary to favor the users' goals and task types when 

determining VAs' humanness levels. According to the findings, developers should 

identify what users wish to accomplish and when (or whether) it is adequate to 

insert features such as playful prompts or overly human voices and conversational 

styles. In the Delphi, the group even mildly accorded that VAs should clarify that 

the system is not human, following the ethical guidelines exposed previously. 

Furthermore, participants in both techniques suggested that "we are past the 

point" of removing the humanness off VAs, and even mitigating anthropomorphic 

characteristics might not prevent users' from humanizing the interface. This view is 

consistent with the work of Nass and colleagues, who indicated that users' mind-

lessly attribute human perceptions to computers when the system performs a hu-

man's role (e.g., assistant) and provide word-based answers to the users' inputs 

(NASS; MOON, 2000; NASS; STEUER; TAUBER, 1994).  

Another broadly discussed theme caused friction of opinions among both 

techniques' participants: VAs' outputs and their transparency levels. During the in-

terviews and the Delphi's first round, several transparency-related factors were 

linked to users' misunderstandings about VAs. Notably, various participants re-

ported that the system fails to present relevant information for users' mental models. 

Echoing the SLR's results, such information included available features, ways of 

usage, technical functioning (i.e., command processing and decision making), 
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initial instructions to support learning, explanations on error sources and recovery 

paths, and clarifications on system updates.  

Although we initially surveyed various information-presentation issues, the 

Delphi's second round indicated that the professionals did not reach a strong con-

sensus on the effects of these matters on users' mental models. Among the four 

statements reflecting the transparency category, none led to a strong consensus, two 

reached a mild consensus, and two did not reach any accordance. These results 

might mean that while transparency is a general issue to users' perceptions, the 

group could not agree on what information specifically is troublesome. The possi-

bility is reinforced by comments left by some professionals, arguing that infor-

mation such as "limitations for certain actions", "command processing", and "up-

dates in skills" are not relevant for users.  

The lack of accordance on how much information to display was also iden-

tified in results concerning the solutions' adequacy. Interestingly, all phrases related 

to transparency, error-handling, and supplementary contents led to some consensus 

among the group (strong consensus = 2; mild consensus = 5), contradicting the re-

sults of the cause-type statements. For example, although the professionals did not 

consider that the absence of initial instructions and update notifications caused is-

sues, the group had a strong consensus that applying such solutions could leverage 

users' mental models. Likewise, while the group only mildly accorded with the 

cause-type statement approaching error-handling, the creation of error recovery 

mechanisms was unanimously considered a paramount solution (median = strongly 

agree). Meanwhile, concerns that interactions could become slow, unnatural, tedi-

ous, or that users would not want to consult supplementary content prevented some 

phrases from reaching a strong consensus. The statements affected by these con-

cerns on the Delphi were: embedding usage tips in interactions, training users, pre-

senting examples and explanations on VAs' scope, and creating an error-visualiza-

tion platform. Therefore, we observed divergencies in the professionals' opinions 

on what to present to users, probably driven by the uncertainty on which infor-

mation is truly relevant and the threshold between too little or excessive content.  

Similar concerns and heterogeneity of views were observed in the explora-

tory interviews. The experts commented that increasing transparency is a desirable 

proposal if it leads to fewer errors and installs confidence in users. Nevertheless, 

the professionals highlighted that presenting too much information might 
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jeopardize the interactions' quickness and easiness. These usability regards are 

aligned with literature indicating that, although increasing transparency leverages 

task performance, providing instructions excessively might displease users and 

make interactions slower (KIRSCHTHALER; PORCHERON; FISCHER, 2020; 

MOTTA; QUARESMA, 2022). Developers also recommend that instructions, con-

firmations, acknowledgments, and other outputs aiming to direct the interaction 

should be used carefully to avoid repetition (GOOGLE, 2017b). 

As discussed, we observed an essential factor to be considered when de-

signing both VAs' levels of transparency and humanness: the users' context. In the 

Delphi, the group reached a strong consensus that developers should understand 

users and tailor solutions to address their needs. Such comprehension included us-

ers' profiles, goals, usage contexts, behavior, semantics, and current mental models. 

Although no notices were made for this statement specifically, the participants left 

various comments addressing the subject throughout the Delphi's second round. As 

mentioned above, some professionals were against presenting too much infor-

mation, arguing that such a proposal places the responsibility of learning about the 

VA on users and not on the product's design (e.g., training users, letting them learn 

naturally over time, or telling them to inform themselves better). Similarly, partic-

ipants commented that "users do not look for information about VAs" – a phrase 

that did not lead to any consensus – puts the blame on users for misalignments in 

their mental models. The professionals argued that this view is inappropriate since 

the product and its developers are to blame for any issues in users' mental models. 

This recommendation is in line with interaction design literature suggesting that 

designers should adequate products to users' needs, goals, and conceptual models 

(HACKOS; REDISH, 1998). 

Strengthening the proposition above, comments in the Delphi and in the in-

terviews suggest that it might be essential to consider the conversational agents' 

operational domain or task types to determine VAs' transparency and humanness 

levels. As the professionals explained, domains that involve more complex infor-

mation might require more transparency and explicability from the VA than more 

simple activities (e.g., investment skills versus music players). As shown by this 

dissertation's authors in a previous study (MOTTA; QUARESMA, 2021), VAs' 

tasks have different usability metrics regarding error number, error types, task com-

pleteness, and user satisfaction. Such indications reinforce the idea that some 
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activities may be easier to achieve than others, and developers need to carefully 

examine the correct information amounts required for users to complete the tasks. 

This recommendation may be extended to VAs' humanness since tasks such as 

games and playful interactions are utilized by user niches that value VAs' anthro-

pomorphism (e.g., children; FESTERLING; SIRAJ, 2020). 

           In a similar stream, the Delphi's results indicate that users' previous experi-

ences and characteristics influence their mental models. The group strongly ac-

corded (100% agreement) that previous bad experiences with other conversational 

interfaces create negative expectations for VAs on users. The interviewed profes-

sionals also reported identifying differences in behavior from novice and heavy us-

ers of VAs and technology in general, reporting a more exploratory attitude from 

expert users. This tendency is in line with the SLR's results, which showed that 

users' age, technical backgrounds (e.g., people who work or study technology-re-

lated areas), and level of experience with voice interaction affect their behavior and 

perceptions. As shown, users with high experience with VAs and technology are 

more successful in interactions and better understand VAs' functioning (LAU; 

ZIMMERMAN; SCHAUB, 2018; LOPATOVSKA et al., 2019; LUGER; 

SELLEN, 2016; MYERS; FURQAN; ZHU, 2019). Thus, as suggested by some 

professionals, information amounts to be displayed could be defined – among other 

parameters – by the users' level of experience with VAs and technology. Less ex-

perienced users might need more guidance and information to interact (CHEN; 

WANG, 2018). 

 Furthermore, we observed that science fiction might influence users' per-

ceptions, a possibility with which the group unanimously agreed. This kind of me-

dia portraits robots as futuristic and highly intelligent, sociable, sensitive, talkative, 

and capable, which possibly induces users to expect such capacities from VAs. Alt-

hough science fiction was not observed as impactful for users' mental models in the 

SLR, Cambre et al.'s (2020) forecasting study might reinforce its influence. The 

authors asked users to create hypothetical usage scenarios for 30 years in the future, 

resulting in utopic (e.g., AI systems becoming humans' friends) and dystopic (e.g., 

the world ruled by dictator machines) plots, usually observed in sci-fi media. Con-

sidering this trend, factors external to the VAs design might affect users' percep-

tions, including users' experiences with technology and VAs and other actors such 

as science fiction.  
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            Additionally, the device type that holds the conversational agent might in-

fluence users' mental models, as shown in the SLR's results. Although this theme 

was not broadly discussed nor accorded by this research's participants, the possibil-

ity raised on the Delphi's first round that users expect VAs from different brands to 

present the same features might be related to the literature. Studies exposed that the 

device's type, physical presence, and placement influences users' perception of the 

VAs' roles and available features (ABDOLRAHMANI et al., 2020; CHO; LEE; 

LEE, 2019; LI; RAU; HUANG, 2019; LOPATOVSKA et al., 2019). Nevertheless, 

as few publications approached the influences of VAs' hardware on users' percep-

tions, this theme requires further investigation. 

Independent of the parameters that should be used to decide the adequate 

information amount, the interviewed professionals also showed skepticism on the 

feasibility of increasing VAs' transparency. For instance, technological limitations 

in the AI technology supporting VAs might impede the interface from correctly 

diagnosing and explaining failures. On this topic, the literature about eXplainable 

Artificial Intelligence (XAIs) has already indicated that many AI systems – espe-

cially those with better performance – are black boxes, unable to explain how they 

make decisions (HOLZINGER, 2018). Furthermore, the experts reported that de-

signing transparency in conversational interfaces would require a solid previous 

understanding of the conversational flow, but since VAs are generalist interfaces, 

it is challenging to foresee usage contexts. Likewise, studies show that, for humans, 

producing and understanding explanations is highly dependent on a context 

(MILLER, 2019), making it necessary for XAI systems to consider the context and 

relevant information to present outputs (FERREIRA; MONTEIRO, 2020). None-

theless, VAs do not understand contextual information (AMMARI et al., 2019; 

LUGER; SELLEN, 2016), resulting in additional obstacles to designing transpar-

ency. 

Finally, another barrier to designing not only transparent outputs but also 

VAs, in general, might be the development team's qualifications. The professionals 

mentioned that developers should possess the necessary knowledge and skills to 

design interactions. Applying usability and voice interaction best practices were 

considered paramount, and the professionals strongly agreed that researching hu-

man linguistic practices and adapting interactions is an adequate solution to deal 

with users' misperceptions. Once again, these solutions did not seem to address a 
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specific issue since "lack of user research from developers" was not unanimously 

considered a driver for problems in users' mental models. The group possibly 

tended to stay neutral towards such a cause since many participants reported work-

ing in academia rather than in development teams, being unsure of market practices. 

Whereas employing adequate tools and skills seem significant to developing 

VAs that induce correct mental model on users, the literature suggests that some 

fields involved in VA development might not follow such recommendations. For 

example, Souza and Quaresma (2019) reviewed market reports to understand the 

profile of User Experience (UX) designers. The authors observed that a significant 

share of these professionals has no graduate degree in Design or related areas and 

often search for knowledge in a self-taught manner. Additionally, many technol-

ogy-related companies employ agile development methodologies. As shown by Da 

Costa Brito and Quaresma (2019), these workflows only partially support important 

User-Centered Design (UCD) guidelines, which are frequently deferred in favor of 

deadlines. These indications call into question whether VA development comprises 

the required parameters exposed by the participants to employ appropriate solu-

tions. 

Similarly, some professionals also commented that voice interaction and 

VAs are an emerging field of work and that new unexplored skills might be essen-

tial to design interactions. As a participant on the Delphi proposed, it might be nec-

essary to assess the suitability of existing best practices and make adaptations when 

needed. Such tendency may also apply to development and evaluations tools, as 

indicated in the literature. For example, Zwakman, Pal, and Arpnikanondt (2021) 

evaluated the suitability of the System Usability Scale (SUS) questionnaire to as-

sess the usability of VAs. The authors reported that the SUS – initially planned to 

evaluate Graphical User Interfaces (GUIs) – had drawbacks to assessing voice in-

teractions' learnability and user-friendliness. In turn, the authors developed a Voice 

Usability Scale (VUS), made to address VAs interaction's easiness, affective as-

pects (i.e., user satisfaction), and recognizability & visibility (related to transpar-

ency). Thus, developers may need to acquire different knowledge from existing 

GUI guidelines and develop new tools to accommodate VAs' specificities.  

Nonetheless, VAs' novelty might be challenging for developers to under-

stand the technology's functioning and limitations. As explained by one interviewed 

professional, as AI-based voice interfaces are a relatively new trend, developers 
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themselves might not fully understand all of these systems' aspects. The Delphi's 

participants' previously mentioned difficulty in determining which information to 

display for users might be indicative of this hypothesis. Since there are many char-

acteristics to uncover and understand, prioritizing content might be challenging. 

Accordingly, the group strongly accorded that designers of conversational flows 

should be trained on technical aspects of VAs' functioning to solve the users' mental 

model matter.  

The need to understand VAs may not be restricted to developers only, ex-

tending to managers, businesspeople, and other stakeholders involved in the VAs' 

projects. The interviewed experts reported difficulties communicating with manag-

ers and businesspeople commissioning conversational interfaces. They explained 

that these actors usually do not possess much knowledge on the conversational 

agents' limitations nor experience in conversational design. However, their requests 

are still influential for design decisions, such as the agents' level of humanness. 

These actors' lack of knowledge may also account for VAs' unrealistic marketing, 

a highly mentioned topic by this research's participants. In the Delphi, the group 

mildly accorded that marketing raises users' expectations by exaggerating VAs' 

skills and advertising overly simple use cases. Consistently, the group reached a 

100% agreement that marketing should be loyal to VAs' actual capabilities.   

The significance of solutions proposing changes for developers – especially 

acquiring knowledge on designing voice interactions and understanding the VAs' 

functioning – aligns with Norman's (2013) description of the relationships between 

designers and the product. According to the author, the designer parts from their 

own understanding of the product to build the system image, which is fundamental 

for users' mental models. Following such a definition, it is coherent that developers' 

understandings of VAs are considered paramount since misperceptions could result 

in a biased system image, hampering users' models. Likewise, developers must pos-

sess the required skills and tools to translate their perceptions appropriately into a 

solid system image.  

Nevertheless, as an interviewed expert suggested, conversational agents 

such as VAs are complex systems, usually put together by large development teams 

who might possess incongruent mental models. The results of the Delphi study, 

which gathered professionals from different graduation backgrounds, development 

roles, and institution types (i.e., academia or companies), reinforce this possibility. 
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In the second round, the group accorded and tended to have more assertive evalua-

tions for solutions than for causes of users' misperceptions (i.e., more extreme mean 

and median values), reaching a strong consensus for only five causes. Moreover, 

although the solutions on which the group strongly accorded are valuable, we did 

not identify a strong cause-solution parallelism. That is, among the eight solution-

type statements reaching strong accordance, none seem to directly tackle the five 

cause-type phrases that also led to a strong consensus. Consistently, aside from the 

need for error-handling mechanisms, all solutions leading to strong consensus 

seemed to suggest generic actions, such as improving speech recognition technolo-

gies, applying usability best practices, and improving the developers' skills.  

Hence, the lower accordance on influential issues, the lack of cause-solu-

tion parallelism, and the solutions' generic nature reinforce the possibility that a 

diverse group of professionals might have divergent views. Such variations in the 

VA developers' views could bring both benefit and harm. On the one hand, the 

professionals' views should be carefully assembled so the team can accord on 

which issues to address and how to solve them. As Ackoff (1974 apud MORAES, 

1997) argues, designers should be more attentive in selecting the wrong problem 

rather than the wrong solution to the right problem. However, as we mentioned 

above, the group had a lower tendency in agreeing to issues leading to users' men-

tal models. On the other hand, incongruent points of view may result in identify-

ing a higher number of trouble sources and surveying numerous proposals to ad-

dress them, as observed in the Delphi's first round. As discussed throughout this 

chapter, such proposals are highly valuable for designing VAs' that induce correct 

mental models on users. 
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8 
Conclusion 
 

 

 

 

Voice Assistants (VAs) bring several benefits to users and are increasingly 

popular, but some barriers to these systems' usage and adoption still prevail. Such 

obstacles are related to how users perceive and understand VAs, that is, their mental 

models. The literature indicated that users' mental models are unaligned with these 

systems' capabilities, lacking an adequate understanding of VAs' functioning and 

comprising high expectations for VAs' features, intelligence, and conversational 

capabilities. Such an issue not only leads to frustration and abandonment of VAs 

but could also account for adoption barriers such as negative attitudes, privacy con-

cerns, and perceptions of low usefulness and ease of use.  

Considering these consequences and the role of an appropriate mental 

model for task performance levels, it was necessary to investigate how to improve 

VAs to mitigate gaps between users' mental models and the VAs' real skills. Thus, 

the objective of this research was to identify leading causes of users’ misperceptions 

and offer design recommendations for aligning users' mental models of VAs with 

these systems' real capacities. To achieve this goal, firstly, we systematically re-

viewed the literature to understand the state of the art of users' mental models since 

comprehending how users currently perceive VAs was the first step to identify in-

fluential factors and solutions to misperceptions. Then, we interviewed experts in 

conversational interfaces to understand their opinions on users' mental models of 

VAs. Finally, we conducted a questionnaire-based, three-round Delphi study with 

professionals experienced in the research or development of conversational inter-

faces. The latter technique aimed to identify leading causes of misalignments in 

users' mental models of VAs and survey solutions to deal with such an issue. 

This research's findings indicate that anthropomorphic features strongly in-

fluence users' perceptions, creating exaggerated expectations for VAs' intelligence 

and conversational skills. Highly humanized conversational agents could also con-

fuse users on how to interact, hampering task performance and even creating ethical 
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concerns. However, whereas this research's participants agreed that VAs' human-

ness led to misperceptions, removing the VAs' humanization was not a unanimous 

solution. Both the literature and our studies suggest that anthropomorphism benefits 

VA adoption and is valued by some user niches. Therefore, developers should pon-

der the advantages and drawbacks of anthropomorphism when designing VAs. 

In a similar manner, the literature pointed that VAs might lack transparency 

in their outputs to explain to users about their functioning and features, a notion 

with which our participants generally accorded. Nevertheless, we observed that the 

professionals disagreed on which information is missing specifically and what 

pieces of information should be prioritized throughout interactions. Whereas in-

creasing the VAs' transparency through cues, instructions, feedback, and tutorials 

was considered an adequate solution to mitigate errors and align users' understand-

ings, we observed regards that interactions could become slow and tedious. Hence, 

similarly to VAs’ levels of humanness, developers should determine the right in-

formation amount to display. 

To aid design decision on both topics mentioned above, this research's par-

ticipants' overall agreement was that VA developers should conduct research to un-

derstand the usage context and establish the user’s requirements. We observed in 

all techniques that users' backgrounds and characteristics are influential for their 

mental models, including their interests in technology, age, and educational back-

ground. For example, it is possible that infrequent or novice users might need more 

assistance on interacting, suggesting the need to adapt VAs’ transparency levels to 

the users’ profiles. Likewise, users’ goals, task aspects, and the conversational 

agents' usage domains are relevant to comprehending the interaction’s require-

ments. Varied activities might require the support of different information and ex-

plainability levels, and could benefit (or not) from the VAs’ humanization. Thus, 

developers should have a solid understanding of these context-related aspects when 

applying solutions so that VAs’ humanness or transparency levels do not hamper 

task performance or impede users from reaching their goals.  

Despite the recommendations mentioned above, there might still exist re-

straints to the feasibility of the solutions. In the first place, technological limitations 

might hinder increased VAs' transparency levels and error-handling mechanisms, 

as AI systems might not be able to diagnose errors and suggest recovery paths cor-

rectly. Similarly, since VAs are generalist interfaces that can perform a wide range 
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of tasks (e.g., skills), foreseeing usage contexts might be challenging. These pre-

dictions are crucial to the beforementioned assessment of users' needs and are also 

necessary to design conversational flows with increased transparency.  

Furthermore, the interviews and Delphi's findings suggested that VA devel-

opers must possess the proper knowledge and skills to apply usability and voice 

interaction best practices. Nonetheless, due to VAs' relative novelty, it is possible 

that misunderstandings concerning VAs' functioning and limitations also exist 

among developers. For a similar reason, some participants indicated that currently 

available best practices might not meet the requirements for VA development, and 

existing knowledge should be adapted when necessary. Therefore, professionals 

should search for new required skills and alter or create new development and test-

ing tools when needed.   

Such a demand may also extend for other stakeholders involved in VA de-

velopment since these actors might have an influence on design and marketing de-

cisions despite their possible low understanding of these systems' thresholds. Such 

an issue might originate from incipient development processes and methodologies 

since the technology market might still be adapting to VAs’ novelty. Stakeholders 

should be aware of the VAs’ limitations and benefits to identify market gaps that 

could benefit from voice interaction rather than apply conversational agents based 

on the desire for innovation. It might also be advantageous that companies attempt 

to conduct tests and adapt their methodologies and processes to improve VA devel-

opment. 

Finally, the Delphi results suggest that team members from different back-

grounds might have varied perceptions, and it might be challenging to align all of 

the developers' mental models of VAs. Considering that a homogeneous under-

standing among the development team may be essential to designing a consistent 

system image for VAs, it might be needed to identify paths and processes to support 

these professionals' communication. While varied views are vital to identifying 

problems and survey solutions, a congruency of perceptions might be valuable 

when dealing with a specific trouble source that requires a focused solution.  

Considering the conclusions above, we propose the following recommendations 

to align users' mental models with VAs' actual capabilities: 
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• Developers should consider VAs usage context when designing solutions, 

including users' profile, interests, and goals, VAs' usage domains and task 

characteristics, and device specificities (see chapters 3, 5, and 6);  

• Developers should adequate VAs' levels of humanness and transparency 

based on the usage context (as specified above), granting that these features 

will not hamper the interaction's usability or create obstacles for task per-

formance (see chapters 3, 5, and 6);  

• Developers must possess the required skills to design VAs and search for 

new knowledge and adapt development and evaluation tools when needed 

(see chapters 5 and 6);  

• Both developers and stakeholders should search for information to ade-

quately understand VAs' functioning and limitations (see chapters 5 and 6);  

• New methodologies and processes might be beneficial to VA development, 

aiding the teams’ communication with stakeholders and supporting a more 

homogeneous understanding of the VAs’ project at hand. Such a solution 

might lead to the better identification of issues and problem solving, possi-

bly inducing improvements in the system image (see chapter 6).  

 

8.1.  
Limitations 
 

This research provided insights and recommendations to align users' mental 

models of VAs, but some limitations existed. Firstly, we only conducted three 

rounds in the Delphi study, and we did not allow the participants to review their 

quantitative evaluations of the statements. Adding subsequent questionnaires until 

more statements reached a consensus could have strengthened the study's findings, 

although such an attempt might have failed considering the low number of respond-

ents in the final round.  

Secondly, in the interviews and the SLR, we observed topics that were not 

suggested in the Delphi's first round, such as the influence of stakeholders outside 

of development teams and the impacts of device type or placement on users' mental 

models. These causes could have been included as statements for the second round. 

Alternatively, we could have conducted more interviews, using the two open-ended 

questions of the Delphi's first round as a script, and then analyzed the results to 
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summarize the interviewees' comments into statements for the second round. This 

method – modified Delphi (LINSTONE; TURROF, 1975) – could have improved 

the statements to be evaluated since the interviews allowed the experts to speak in 

more detail, and the moderator could interrogate them into explaining real-life sce-

narios from their work experience. However, the modified Delphi would have re-

quired initial planning that we did not expect since the interviews had an explora-

tory purpose, aiming to prepare the subsequent Delphi.  

           Furthermore, as discussed in the previous chapter, although valuable, some 

of the statements reaching the highest level of consensus among the Delphi group 

were relatively generic. As reported above, the usage context is highly influential 

to designing solutions, and therefore we attribute this result to the lack of a specific 

scenario describing a specific issue in users' mental models of VAs (e.g., error-

handling for appointment scheduling with Alexa). On the one hand, the absence of 

a particular usage context benefited our exploratory research question, aiding the 

identification of a broad set of causes for users' misperceptions and solutions to 

solve the matter (including the importance of the usage context itself). Thus, as this 

work did not aim to provide design and development guidelines for a specific prod-

uct in a particular domain, we believe that the results aided the identification of 

relevant research gaps for future work (see section 8.2). However, studies aiming 

to address a more specific issue might need to contextualize the problem to the 

Delphi group.  

           Another adaptation that could have been employed is the utilization of dif-

ferent question types in the second questionnaire. As we only allowed the group to 

assess the statements through Likert scales, our results are limited to their opinions 

on the adequacy of such causes and solutions to the mental model issue. Nonethe-

less, other questions could have been available, such as ranking or scoring types of 

questions. By combining these question types, our findings could have further ex-

plored how the professionals understand the impact level of each cause for users' 

misperceptions and how they prioritize solutions. However, such a questionnaire 

design could have turned the second round into a long task, coming along with the 

risk of a high number of participants dropping out mid-study.   

 

8.2. 
Future work 
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           This research suggests some open gaps that are yet to be addressed. Firstly, 

our studies results did not deeply examine the influence of users' backgrounds on 

their mental models. It is still unknown exactly which characteristics are influential 

to users' perceptions and what variables are particularly affected. Although some 

studies in the SLR have indicated some aspects such as technical knowledge, age, 

and previous voice interaction experience, the results were conflicting and indicated 

the need for further assessment. Similarly, few studies in the SLR addressed the 

effects of device type and placement on users' perceptions of VAs' expertise and 

expectations for features. We also observed that the direction of such a relationship 

is still unclear (i.e., is it the device type/ placement that affects users' perceptions or 

vice versa?), being a research gap.  

           Our findings also indicate that several usage domains could be investigated 

to identify task requirements and determine adequate levels of transparency and 

anthropomorphism for VAs. Studies could examine varied usage contexts for voice 

interaction, such as healthcare interfaces, smart speakers for home automation, and 

in-vehicle VAs.  

           As for development improvements, we consider that future research could 

evaluate the applicability of currently existing usability best practices and tools for 

designing and evaluating VAs. Likewise, developers should attempt to understand 

which skills and knowledge could be necessary to design VAs and assess whether 

the market fulfills such requirements. Finally, it could be beneficial to create new 

development methodologies that support the varied professionals involved in VAs' 

projects to align their understandings of relevant problems and adequate solutions. 
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Appendix 1 – Primary studies accepted for the SLR 
 

Paper Group(s) Research techni-
que 

In-
terface 

Participant type 

(ABDOLRAHMANI et al., 
2020) 1 Interview VA 

People with visual 
impairment 

(AMMARI et al., 2019) 1, 2, 3 
Interview; Log 
data VA General 

(BALASURIYA et al., 2018) 1, 2, 3 
Interview; Obser-
vation VA 

People with Intel-
lectual Disability 

(BENETEAU et al., 2019) 3 
Interview;Long-
term experiment VA Families 

(BENETEAU et al., 2020) 1, 4 
Interview; Long-
term experiment VA Families 

(BONFERT et al., 2018) 2, 3 Wizard-of-Oz Sim General 

(CAMBRE et al., 2020) 1, 2 
Survey; Storywri-
ting task VA General 

(CHEN; WANG, 2018) 5 Experiment VA 

Heavy/Tech & 
Light/Non-tech us-
ers 

(CHÉRIF; LEMOINE, 2019) 2 Survey Sim General 

(CHIN; MOLEFI; YI, 2020) 2, 3 Experiment VA General 

(CHO; LEE; LEE, 2019) 1, 2, 3 

Interview; Long-
term experiment; 
Diary VA General 

(CLARK et al., 2019) 1, 2 Interview VA General 

(COWAN et al., 2015) 2, 3 Experiment Sim General 

(COWAN et al., 2017) 1, 2, 3 Focus group VA Infrequent users 

(COWAN et al., 2019) 3 Experiment Sim General 

(DOYLE et al., 2019) 1, 2, 3 
Experiment; Inter-
view VA General 

(DUBIEL et al., 2020) 2 
Survey; Experi-
ment Sim General 

(FESTERLING; SIRAJ, 
2020) 1, 2 

Focus group; 
Game VA Children 

(FOURNEY; DUMAIS, 
2016) 3 Log data VA General 
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(GARG; SENGUPTA, 2020) 1, 3 
Interview; Log 
data VA Families 

(GUZMAN, 2019) 2 Interview VA General 

(HUXOHL et al., 2019) 1, 2, 4 Survey VA General 

(JAVED; SETHI; JADOUN, 
2019) 2, 5 Survey VA General 

(JUNG; KIM; HA, 2020) 5 Experiment Sim 
Heavy & Light 
users 

(KENDALL; CHAUDHURI; 
BHALLA, 2020) 1 Interview VA 

Different socioeco-
nomic backgrounds 

(KIRSCHTHALER; 
PORCHERON; FISCHER, 
2020) 3 Wizard-of-Oz Sim General 

(KISELEVA et al., 2016) 2 Experiment VA General 

(KUZMINYKH et al., 2020) 2 
Interview;Visuali-
zation exercise VA General 

(LAU; ZIMMERMAN; 
SCHAUB, 2018) 2, 5 

Diary study; Inter-
view VA 

Users and non-
users 

(LEE; CHO; LEE, 2020) 1, 2 
Experiment; Inter-
view; Drawing task Sim General 

(LI; RAU, 2019) 2 Wizard-of-Oz Sim General 

(LI; RAU; HUANG, 2019) 1 Wizard-of-Oz Sim 
Individual or Pairs 
of users 

(LOPATOVSKA; 
OROPEZA, 2018) 1 

Field experiment; 
Survey; Interview VA Students 

(LOPATOVSKA, I.; 
WILLIAMS, 2018) 5 Diary study VA General 

(LOPATOVSKA et al., 
2019) 1, 2, 5 

Survey; Diary 
study VA General 

(LOPATOVSKA, 2020) 2, 4 
Diary study; Field 
experiment VA General 

(LOPATOVSKA et al., 
2020) 1, 2 Focus group VA General 

(LOVATO; PIPER; 
WARTELLA, 2019) 1, 2, 3 

Interview; Long-
term study VA Children 

(LUGER; SELLEN, 2016) 
1, 2, 3, 4, 

5 Interview VA General 

(MYERS, et al., 2018) 3 Experiment Sim General 

(MYERS; FURQAN; ZHU, 
2019) 4, 5 Experiment Sim General 
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(MYERS et al., 2019) 5 Experiment Sim General 

(OH; CHUNG; JU, 2020) 1, 2, 5 
Interview; Long-
term study VA 

Young adults and 
Elders 

(PARK; LIM, 2020) 1 
Participatory 
study; Interviews VA Families 

(PORCHERON; FISCHER; 
SHARPLES, 2017) 3 

Interview; Obser-
vation VA Groups 

(PORCHERON et al., 2018) 1, 2, 3 Long-term study VA Families 

(PRADHAN; MEHTA; 
FINDLATER, 2018) 1, 3, 4 

Consumer review 
analysis; Interview VA 

People with disabili-
ties 

(PRIDMORE et al., 2019) 1, 2 Focus groups VA 
Americans and Du-
tch 

(RONG et al., 2017) 3 
Experiment; Inter-
faces Sim General 

(TRAJKOVA; MARTIN-
HAMMOND, 2020) 1, 4 Focus groups VA Elders 

(VTYURINA; FOURNEY, 
2018) 3 Wizard-of-Oz Sim General 

(WEBER; LUDWIG, 2020) 1, 2, 4 Interview VA General 

(WU et al., 2020) 3 Experiment VA 
Native/ non-native 
English speakers 

(XU; WARSCHAUER, 
2020b) 1, 2, 5 

Experiment; Inter-
view; Drawing task VA Children 

(XU; WARSCHAUER, 
2020a) 3 Experiment Sim Children 

(YANG; AURISICCHIO; 
BAXTER, 2019) 1 Survey VA General 

(YAROSH et al., 2018) 2, 3, 4 
Field experiment; 
Interview Sim 

Children and Pa-
rents 
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Appendix 2 – Exploratory interviews’ free and Inform 
consent term (English) 

 
 

 

  

FREE AND INFORMED CONSENT TERM 

Research’s title: Leveraging users’ mental models of Voice Assistants (VAs) through system 
explicitness on VA responses 
Leading researcher: Isabela Canellas da Motta 
Advisor: Prof. Manuela Quaresma, D.Sc. 
Design Graduate Program   
Pontifical Catholic University of Rio de Janeiro/ Department of Arts and Design 

 We would like to invite you to participate as a volunteer in an interview. 
Justification 
 Our motive in conducting this research is to generate new knowledge regarding important 
design parameters for the development of voice assistants. Due to its focus on user-centered design, 
the result of this work may go beyond the academic limits, becoming an effective contribution for 
interaction designers through recommendations for the design of voice assistants. 

Objective 
 In this research, we intend to discuss the issue of users' mental models of voice assistants. 
We plan to understand the main design features that elicit misunderstandings for users about the 
system and raise possible solutions to address this problem. We understand that the knowledge and 
experience of voice assistant experts from different fields - researchers and developers - is 
fundamental to understand these concepts and their impact on design decisions. Once the research is 
completed, the researcher also intends to publish the research in academic journals and academic 
conference proceedings. 
Procedure 
 If you agree to participate, we will do the following activities with you. First, you will need 
to fill out a form with your basic information. Then, you will be invited by email to a virtual 
meeting with the researcher in charge. This conversation will be led by the researcher, who will ask 
questions about the participants' perceptions of problems in users' mental model, their causes, and 
possible solutions. Participants will also be encouraged to share their experiences and learnings 
from conducting projects and/or research with voice assistants and interfaces. The whole procedure 
will be conducted remotely by the responsible researcher. The procedure should take about 90 
minutes. 
Risks 
 This research has some risks: possible discomfort or embarrassment in sharing your 
opinions. However, to decrease the chance of these risks happening, we assure you that the 
procedure aims solely to understand the opinions of researchers/voice interface developers, so you 
will not be tested or judged. In addition, all procedures will be performed remotely, and therefore 
there is no risk of COVID-19 contamination. 
Benefits 
 You will not benefit directly by participating in this study. However, your participation is 
vital to understanding the perceptions of voice assistant developers/ researchers. 
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Appendix 3 – Exploratory interviews’ free and Inform 
consent term (Portuguese) 

 

  

TERMO DE CONSENTIMENTO LIVRE E ESCLARECIDO 

Título da Pesquisa: Melhorando o modelo mental de usuários de assistentes de voz por meio da 
transparência em respostas do sistema 
Pesquisador responsável: Isabela Canellas da Motta 
Professora Orientadora: Prof. Dra. Manuela Quaresma 
Programa de Pós-Graduação em Design  
Pontifícia Universidade Católica do Rio de Janeiro/ Departamento de Artes e Design 

 Gostaríamos de convidar você a participar como voluntário (a) de uma entrevista. 
Justificativa 
 O motivo que nos leva a realizar esta pesquisa é gerar novos conhecimentos no que diz 
respeito a importantes parâmetros de design para o desenvolvimento de assistentes de voz. O 
resultado deste trabalho, pelo seu foco no design centrado no usuário, poderá ultrapassar os limites 
acadêmicos, tornando-se uma efetiva contribuição para designers de interação,  por meio de 
recomendações para o design de assistentes de voz. 

Objetivo 
 Nesta pesquisa, pretendemos discutir a questão dos modelos mentais que usuários 
constroem sobre assistentes de voz. Planejamos entender quais são as principais características de 
design que geram desentendimentos para usuários a cerca do sistema, além de levantar possíveis 
soluções para abordar esse problema. Entendemos que o conhecimento e a experiência de 
especialistas em assistentes de voz de diversas áreas - pesquisadores e desenvolvedores - é 
fundamental para entender esses conceitos e como decisões projetuais são tomadas e impactadas 
por eles. Terminada a investigação, a pesquisadora pretende também publicar a pesquisa em revistas 
acadêmicas e em anais de congressos acadêmicos. 
Procedimentos 
 Caso você concorde em participar, vamos fazer as seguintes atividades com você. Primeiro, 
você precisará preencher um formulário com suas informações básicas. Então, você será convidado, 
por email, para uma reunião virtual com a pesquisadora responsável. Essa conversa será conduzida 
pela pesquisadora, que irá fazer perguntas a cerca da percepção dos participantes sobre problemas 
no modelo mental de usuários, suas causas, e possíveis soluções. Os participantes também serão 
encorajados a compartilhar suas experiências e aprendizados com a condução de projetos e/ou 
pesquisas com assistentes e interfaces de voz. Todo o procedimento será conduzido remotamente 
pela pesquisadora responsável. O procedimento deverá ter em torno de 60-75 minutos. 
Riscos 
 Esta pesquisa tem alguns riscos: possíveis desconfortos ou constrangimentos em 
compartilhar suas opiniões. Mas, para diminuir a chance desses riscos acontecerem, asseguramos 
que procedimento do qual você participará visa somente entender as opiniões de pesquisadores/ 
desenvolvedores de interfaces de voz, assim, você não será testado(a) ou julgado(a). Todos os 
procedimentos serão realizados remotamente, não havendo riscos de contaminação da COVID-19. 
Benefícios 
 Você não irá se beneficiar de forma direta ao participar deste estudo. No entanto, sua 
participação é vital para a compreensão das percepções de desenvolvedores de assistentes de voz. 
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Appendix 4 – Delphi’s free and Inform consent term 
(English) 

 
 

  

FREE AND INFORMED CONSENT TERM 

Research’s title: Leveraging users’ mental models of Voice Assistants (VAs) through system 
explicitness on VA responses 
Leading researcher: Isabela Canellas da Motta 
Advisor: Prof. Manuela Quaresma, D.Sc. 
Design Graduate Program   
Pontifical Catholic University of Rio de Janeiro/ Department of Arts and Design 

 We would like to invite you to participate as a volunteer in a Delphi questionnaire. 
Justification 
 Our motive in conducting this research is to generate new knowledge regarding important 
design parameters for the development of voice assistants. Due to its focus on user-centered design, 
the result of this work may go beyond the academic limits, becoming an effective contribution for 
interaction designers through recommendations for the design of voice assistants. 

Objective 
 In this research, we intend to gather opinions from experts in voice interfaces from several 
areas - researchers and developers - about the main challenges in developing responses for voice 
assistants. Thus, we plan to gather experts' opinions about the main issues in such responses and 
possible solutions to these issues. Through the Delphi questionnaire, we seek to develop a list of 
recommendations that reflect experts' consensus on good design practices for voice assistants. Upon 
completing the research, the researcher also intends to publish the findings in academic journals and 
conference proceedings. 
Procedure 
 If you agree to participate, we will do the following activities with you. First, you will fill 
out a form with your basic information and possible nominations of other participants for this study. 
You will then be part of a group of experts who will participate in the study anonymously. In the 
first stage, you will receive a questionnaire with two questions about voice assistants by email. In 
the second stage, you will receive another questionnaire, in which we will ask you to evaluate 
design recommendations for voice assistants. Finally, in a third phase, participants will receive the 
questionnaire with the results of the group evaluation and will have the opportunity to revise or 
keep their previous evaluation, all anonymously. Each questionnaire will take two weeks to 
complete and will be accompanied by detailed instructions on how to complete it. 
Risks 
 This research has some risks: possible discomfort or embarrassment in sharing your 
opinions in the Delphi questionnaire. However, to mitigate these risks, your answers will be 
completely anonymous, and no other participant will be able to recognize your identity in the 
generated content, neither during nor after the study. Furthermore, the procedure you participate in 
is only intended to understand the opinions of voice interface researchers/developers, so you will 
not be tested or judged. 
Benefits 
 You will not benefit directly by participating in this study. However, you will have first-hand 
access to the study's results, in the form of design recommendations that reflect experts' consensus 

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



 

 

158 

 
 

 

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



 

 

159 

 
 

 

 

 

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



  

Appendix 5 – Delphi’s free and Inform consent term 
(Portuguese) 

 

  

TERMO DE CONSENTIMENTO LIVRE E ESCLARECIDO 

Título da Pesquisa: Melhorando o modelo mental de usuários de assistentes de voz por meio da 
transparência em respostas do sistema 
Pesquisador responsável: Isabela Canellas da Motta 
Professora Orientadora: Prof. Dra. Manuela Quaresma 
Programa de Pós-Graduação em Design  
Pontifícia Universidade Católica do Rio de Janeiro/ Departamento de Artes e Design 

 Gostaríamos de convidar você a participar como voluntário (a) de um questionário Delphi. 
Justificativa 
 O motivo que nos leva a realizar esta pesquisa é gerar novos conhecimentos no que diz 
respeito a importantes parâmetros de design para o desenvolvimento de assistentes de voz. O 
resultado deste trabalho, pelo seu foco no design centrado no usuário, poderá ultrapassar os limites 
acadêmicos, tornando-se uma efetiva contribuição para designers de interação,  por meio de 
recomendações para o design de assistentes de voz. 

Objetivo 
 Nesta pesquisa, pretendemos reunir opiniões de especialistas em interfaces de voz de 
diversas áreas  - pesquisadores e desenvolvedores - sobre os principais desafios para o 
desenvolvimento de respostas de assistentes de voz. Dessa forma, planejamos levantar a opinião de 
experts sobre os principais problemas em tais respostas e possíveis soluções para esses problemas. 
Buscamos, por meio do questionário Delphi, desenvolver uma lista de recomendações que reflita o 
consenso de especialistas sobre boas práticas de design para assistentes de voz. Terminada a 
investigação, a pesquisadora pretende também publicar a pesquisa em revistas acadêmicas e em 
anais de congressos acadêmicos. 
Procedimentos 
 Caso você concorde em participar, vamos fazer as seguintes atividades com você. Primeiro, 
você precisará preencher um formulário com suas informações básicas e possíveis indicações de 
outros participantes para esta pesquisa. Assim, você fará parte de um grupo de especialistas que irá 
participar do questionário de forma anônima. Na primeira etapa, você receberá, por email, um 
questionário com duas perguntas sobre assistentes de voz. Em uma segunda fase, você receberá 
outro questionário, em que pediremos para você avaliar  recomendações de design para assistentes 
de voz. Finalmente, em uma terceira fase, os participantes irão receber novamente o questionário 
com os resultados da avaliação do grupo, e terão a oportunidade de revisar ou manter sua avaliação 
anterior, sempre de forma anônima. Cada questionário terá prazo de duas semanas para ser 
respondido e será acompanhado de instruções detalhadas sobre como preenchê-lo. 
Riscos 
 Esta pesquisa tem alguns riscos: possíveis desconfortos ou constrangimentos em 
compartilhar suas opiniões no questionário Delphi. Mas, para diminuir a chance desses riscos 
acontecerem, suas respostas serão totalmente anônimas, e nenhum dos outros participantes será 
capaz de identificar sua identidade no conteúdo gerado, tanto durante, quanto após a realização do 
estudo. Além disso, o procedimento do qual você participará visa somente entender as opiniões de 
pesquisadores/ desenvolvedores de interfaces de voz, assim, você não será testado(a) ou julgado(a). 
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Appendix 6 – Delphi’s first questionnaire (English) 
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Appendix 7 – Delphi’s first questionnaire (Portu-
guese) 
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Appendix 8 – Delphi’s second questionnaire (Eng-
lish) 
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Appendix 9 – Delphi’s second questionnaire (Portu-
guese) 
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Appendix 10 – Delphi’s third questionnaire (English) 
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Appendix 11 – Delphi’s third questionnaire (Portu-
guese) 
 

 
 
 
 
 

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



 

 

198 

 

 
 

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



 

 

199 

 
 

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



 

 

200 

 
 

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



 

 

201 

 

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



 

 

202 

 
 

 

DBD
PUC-Rio - Certificação Digital Nº 2011645/CA



  

Appendix 12 – Approval of PUC-Rio’s board of ethics 
 

 
 

 

Vice-Reitoria para Assuntos Acadêmicos 
Câmara de Ética em Pesquisa da PUC-Rio – CEPq/PUC-Rio 

Rua Marquês de São Vicente, 225  - Gávea – 22453-900 
Rio de Janeiro – RJ – Tel. (021) 3527-1612 / 3527-1618 

e-mail: vrac@puc-rio.br 
 

   
 

 
CÂMARA DE ÉTICA EM PESQUISA DA PUC-Rio  
Parecer da Comissão da Câmara de Ética em Pesquisa da PUC-Rio 66/2021 – Protocolo 70/2021 
  
A Câmara de Ética em Pesquisa da PUC-Rio foi constituída como uma Câmara específica do Conselho 
de Ensino e Pesquisa conforme decisão deste órgão colegiado com atribuição de avaliar projetos de 
pesquisa do ponto de vista de suas implicações éticas. 
 
Identificação: 
Título: "Melhorando o modelo mental de usuários de assistentes de voz (AVs) por meio da 
transparência em respostas do sistema” (Departamento de Artes & Design da PUC-Rio) 
Autora: Isabella Canellas da Motta (Mestranda do Departamento de Artes & Design da PUC-Rio) 
Orientadora: Maria Manuela Quaresma (Professora do Departamento de Artes & Design da PUC-Rio) 
 
Apresentação: Pesquisa descritiva que visa oferecer recomendações para o design de respostas de 
AVs que alinham os modelos mentais de usuários com as reais capacidades do sistema. Adotará um 
método de abordagem quali quanti junto a pesquisadores e desenvolvedores que trabalhem no 
desenvolvimento de AVs atuais, e experts na área. Prevê a aplicação de entrevista semi estruturada 
usando a plataforma de vídeo chamada Zoom ou a Google Meet. Também, via online utilizará o Método 
Delphi – Questionário usado para comunicação de um grupo de especialistas no trabalho de um 
problema complexo, preservando o anonimato. Tem apoio teórico na revisão de literatura sobre: 
Modelos mentais na interação humano-computador ( IHC) e Modelos mentais de usuários sobre AVs. 
 
  
Aspectos éticos: O projeto e o Termo de Consentimento Livre e Esclarecido apresentados estão de 
acordo com os princípios e valores do Marco Referencial, Estatuto e Regimento da Universidade no que 
se refere às responsabilidades de seu corpo docente e discente. O Termo expõe com clareza os 
objetivos da pesquisa e os procedimentos a serem seguidos. Garante o sigilo e a confidencialidade dos 
dados coletados. Informa sobre a possibilidade de interrupção na pesquisa sem aplicação de qualquer 
penalidade ou constrangimento. 
 
Parecer: Aprovado 
 
 
Prof. José Ricardo Bergmann 
Presidente do Conselho de Ensino e Pesquisa da PUC-Rio 
 
 

 
Profª Ilda Lopes Rodrigues da Silva 
Coordenadora da Comissão da Câmara de Ética em Pesquisa da PUC-Rio 
 
 
 

Rio de Janeiro, 31 de agosto de 2021 
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