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Abstract

Freitas de Almeida, Erick; Caiado de Lamare, Rodrigo (Advisor).
Robust Power Allocation and Precoding for Cell-Free and
Multi-Cell Massive MIMO Systems. Rio de Janeiro, 2022. 81p.
Dissertação de mestrado – Departamento de Engenharia Elétrica,
Pontifícia Universidade Católica do Rio de Janeiro.

Multi-Cell (MC) systems are present in mobile network operations
from the first generation to the fifth generation of wireless networks, and
considers the signals of all users to a base station (BS) centered in a cell.
Cell-Free (CF) systems explore a large number of distributed antennas ser-
ving users at the same time. In this context, Multiple-input multiple-output
(MIMO) techniques are used in both topologies and result in performance
gains and interference reduction. In order to achieve the benefits mentio-
ned, proper precoder design and power allocation techniques are required
in the downlink (DL). In general, DL schemes assume perfect channel state
information at the transmitter (CSIT), which is not realistic. This master
thesis studies MC and CF with MIMO systems equipped with linear pre-
coders in the DL and proposes an adaptive algorithm to allocate power
in the presence of imperfect CSIT. The developed robust adaptive power
allocation outperforms standard adaptive (APA) and uniform power allo-
cation (UPA). Simulations also compare the performance of both systems
frameworks using MMSE precoders with robust adaptive power allocation
and adaptive power allocation.

Keywords
Cell-Free Massive MIMO; Massive MIMO; Power Allocation; Down-

link Precoding; Multi-Cell Massive MIMO.
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Resumo

Freitas de Almeida, Erick; Caiado de Lamare, Rodrigo. Pré-
Codificação MMSE e Alocação de Potência Iterativa para
Sistemas de Múltiplas Antenas e Livres de Células. Rio de
Janeiro, 2022. 81p. Dissertação de Mestrado – Departamento de
Engenharia Elétrica, Pontifícia Universidade Católica do Rio de
Janeiro.

Os sistemas de múltiplas células (MC) estão presentes em operações
de redes móveis desde a primeira geração (1G) até a quinta geração de
redes sem fio (5G) e consideram os sinais de todos os usuários para uma
estação base (BS) centralizada em uma célula. Os sistemas livres de célula
(CF) exploram um grande número de antenas distribuídas atendendo os
usuários simultaneamente. Nesse contexto, técnicas de sistemas múltiplas
entradas e múltiplas saídas (MIMO) são utilizadas em ambas as topologias
e resultam em ganhos de desempenho e redução de interferências. A fim
de alcançar os benefícios mencionados, o sistema requer um projeto de
pré-codificador adequado e utilização técnicas de alocação de potência no
downlink (DL). Em geral, os esquemas DL assumem informações do estado
do canal perfeitas na transmissão (CSIT), o que não é realista. Este trabalho
estuda MC e CF com sistemas MIMO equipados com pré-codificadores
lineares no DL e propõe um algoritmo adaptativo para alocação de potência
na presença de CSIT imperfeito. A alocação de potência adaptativa robusta
desenvolvida supera a alocação de potência adaptativa (APA) e uniforme
padrão (UPA). As simulações também comparam o desempenho de ambas
as estruturas de sistemas usando pré-codificadores MMSE com alocação de
energia adaptativa robusta e alocação de energia adaptativa.

Palavras-chave
Sistemas de Múltiplas Antenas Livres de Células; MIMO massivo;

Alocação de Potência; Pré-codificadores em Downlink; Sistemas de
Múltiplas Antenas em Múltiplas Células.
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1
Introduction

Broadband wireless cellular networks have passed through many genera-
tions over the last 30 years. The fifth generation (5G) is now being commercial-
ized by the Mobile Network Operators (MNOs) since its cellular telecommu-
nications standard specifications were defined by 3rd Generation Partnership
Project (3GPP), national spectrum auctions were performed worldwide for li-
censing frequency bands, along with user’s data consumption and data rate
demand increases. In order to characterize 5G systems, we can cite higher
data rates, lower latency, reduced energy consumption, interference manage-
ment, massive connectivity, and ultra-reliability [1] as big advantages when
compared to previous technologies.

Multiple-input multiple-output (MIMO) wireless technology was adopted
in the third generation (3G) [2] and has been under extensive study ever since.
MIMO techniques consist of multiple antennas employed at the transmitter
and/or at the receiver. The main advantage of these systems is that they
dramatically increase the overall throughput without the need for additional
bandwidth [3]. By simultaneous transmission of multiple data streams which
share the same time-frequency resources, we have numerous benefits of MIMO
technology helping to achieve such significant performance gains: Array gain,
spatial diversity gain, spatial multiplexing gain and interference reduction [4].

A tremendous number of connected user equipments (UEs) and high
data rates are basic specifications for 5G systems and these demands tend to
grow nowadays and are likely to increase even more in the following years.
Massive MIMO techniques [5–7] were proposed and combined with several
other enabling techniques to entitle 5G arrival and we can assume that it will be
present in next generations. In terms of telecommunication architectural setup,
multiple antennas are implemented to provide high beamforming and spatially
multiplexing gain, thus achieving the high spectral efficiency (SE), energy
efficiency, and link reliability to a massive number of users. As mentioned,
the explosive demand for higher data rates and traffic volume is continuous,
therefore wireless communication networks are required to provide better
coverage, and uniform user performance over a wide coverage area [8].

In order to address the requirements of UEs in terms of performance
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Chapter 1. Introduction 20

over a geographic area, we present two types of setups of antennas that can be
discussed for the network deployment, aiming at different performances and
benefits: co-located antenna system (CAS) and distributed antenna systems
(DAS). In CAS design, the base station (BS) is often located at the center of
each cell and low backhaul requirements are required. This setup has been ap-
plied since 1G and is considered for Multi-Cellular (MC) clusters architecture,
which is spread out in global scale. This deployment is conventionally used
for 5G systems and relies on frequency reuse, where users in geographically
separated cells simultaneously use the same carrier frequency [9]. The cellular
layout brings the possibility to increase the capacity of the system in a region,
however, it faces challenges due to fading, path loss, and interference. Further-
more, each user is served by the BS responsible for the cell where the user is
located, increasing inter-cell interference (ICI) and decreasing the performance
at cell edge [10].

Most of the traffic congestion in cellular networks nowadays is at the
cell edge, as a consequence of ICI and handovers. For that reason, traditional
network design for 5G networks remains mediocre and suffer to satisfy 95%
likely user data rates to 95% of the users [11]. Based on that, other techniques
emerge to improve wireless communication and assist in the development of
the sixth generation (6G), such as DAS design [12]. This setup can be used to
minimize cell-edge interference, providing better coverage, since the base sta-
tions (BSs) are distributed in a wide area. In addition, cooperative multipoint
joint processing (CoMP) is proposed to reduce inter-cell interference. Combin-
ing the advantages of massive MIMO, the CoMP and DAS techniques [13], the
concept of Cell-Free (CF) systems has emerged, which is strongly considered
for 6G networks.

Cell-Free Systems considers a large number of randomly located access
points (APs) serving simultaneously a number of users over a wide area.
This approach can reduce inter-cell interference through coherent cooperation
between base stations. In this MIMO case, the APs cooperate via advanced
backhaul links to jointly transmit signals in the downlink and jointly detect
signals in the uplink [14].

1.1
Motivation

Wireless communication networks are under constant evolution and
constitute a vast field of study. Considering all the previews and future network
generations, MC systems are an established implementation currently used for
5G and CF systems are likely to be used for upcoming generations. Although
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CF systems are quite recent, Zero Forcing (ZF) and Conjugated Beamforming
(CB) precoding schemes with optimal power allocation (OPA) and uniform
power allocation (UPA) were studied in [13], [15], [16]. Many works have
considered minimum mean-square error (MMSE) precoders in MIMO systems,
and the analysis with their implementation on CF are present in [16], [17].

Considering MIMO linear precoders design, perfect channel state infor-
mation at the transmite side (CSIT) is required. In this work, we examine
the application of adaptive power allocation (APA) techniques that aim to
minimize the effect of interference [18]. Furthermore, robust adaptive power
allocation (R-APA) for MC development in [19, 20] can help us to bring an
effective approach for R-APA in CF systems.

Real-world systems do not meet the perfect CSIT assumption, and
spectrum techniques that are used to obtain CSI introduce imperfections
that can heavily degrade the systems. Consequently, the design of precoding
and power allocation approaches, which consider imperfect CSIT, is of great
significance. In addition, the shortage of studies in the literature involving
MMSE precoders in CF system bring excellent opportunities to the theme.

1.2
Contributions

In this work, we study MC and CF along with massive MIMO systems
equipped with linear MMSE precoders in the downlink (DL). We propose
R-APA algorithms to allocate power in the presence of imperfect CSIT
that outperforms APA and standard UPA. Simulation results illustrate the
performance of the proposed R-APA algorithms used in conjunction with
MMSE precoders against existing techniques in MC and CF scenarios.

1.3
Thesis Outline

This thesis is structured as follows. Chapter II review the literature in-
volved in MIMO systems and describes MC and CF systems models. Chapter
III presents the linear precoding scheme adopted, the proposed R-APA algo-
rithms and discuss the numerical results, which compare MC and CF networks
in terms of Sum Rates and Bit Error Rate (BER). Then, we draw some con-
clusions over both systems and mention some future works in Chapter IV.

1.4
Notation

See List of Symbols on pages 15-18.
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1.5
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para Sistemas de Múltiplas Antenas Livres de Células", XL Simpósio
Brasileiro de Telecomunicações e Processamento de Sinais (SBrT), 2022,
submitted.
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2
Multi-Cell and Cell-Free Massive MIMO Systems Review

In this chapter, we review the literature on massive MIMO, CAS,
DAS and cooperative networks that have lead to the development of multi-
cell and cell-free massive MIMO systems. We will also cover some channel
properties, modulation fundamentals and propagation effects. Uplink and
downlink communication links are studied in detail. Next, we will provide
an overview on precoding and power allocation along with their benefits
and applications. Finally, we will describe the multi-cell and cell-free system
models.

2.1
Literature Review

In this section, we present a literature review of key concepts used
throughout this thesis such as massive MIMO, modulation and propagation
aspects, channel modeling and its capacity. We also review precoding and
power allocation concepts that are widely used in massive MIMO systems. We
then describe in detail uplink and downlink system models for multi-cell and
cell-free networks using linear algebra.

2.1.1
Massive MIMO

In wireless communication networks, multiple users may communicate at
the same time and/or frequency. The more aggressive the reuse of time and
frequency resources, the higher the network capacity will be, provided that
transmitted signals can be detected reliably. Multiple users may be separated
in time (time-division), frequency (frequency-division), code (code-division),
etc. [4]. Massive MIMO is a MIMO system, with a very large number of
antennas at the transmission for DL, in order to multiplex messages to several
users sharing the same time-frequency resource [21]. MIMO features have been
used since 3G due to its benefits listed below:

– Array gain: increase in receive Signal-to-Noise Ratio (SNR) that results
from a coherent combining effect of the wireless signals to a receiver;
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– Spatial diversity gain: Mitigates fading and is realized by providing the
receiver with multiple (ideally independent) copies of the transmitted
signal in space, frequency or time;

– Spatial multiplexing gain: provides an extra dimension to separate users,
allowing more aggressive reuse of time and frequency resources, thereby
increasing the network capacity. In general, the number of data streams
that can be reliably supported by a MIMO channel equals the minimum
of the number of transmit antennas and the number of receive antennas;

– Interference reduction and avoidance: multiple users share the same time
and frequency.

To characterize this wireless communication technique, Nr is considered
the number of receive antennas (Rx) and Nt the number of transmit antennas
(Tx). The direction of the connection can be described as matrix with dimen-
sions Nt × Nr for the uplink (UL) and Nr × Nt for the DL. By employing
multiple antennas at the Tx and/or the Rx, MIMO systems provide spatial
multiplexing and/or diversity gains mentioned before.

To illustrate, suppose that a BS is equipped with Nt antennas and K

independent users are equipped with Nu antennas as demonstrated in Fig. 2.1.
This system can be considered as (KNu ×Nt) for a downlink or (Nt ×KNu) for
the uplink. In this multi-user communication system, multiple antennas allow
the independent users to transmit their own data stream in the uplink at the
same time or the base station to transmit the multiple user data streams to
be decoded by each user in the downlink. This is attributed to the increase
in degrees of freedom with multiple antennas as in the single-user MIMO
system [22].

In single-user MIMO (SU-MIMO), the dimensions of the system are lim-
ited by the number of antennas that can be accommodated on a mobile device.
However, by having each BS communicating with several users concurrently,
the multiuser version of MIMO (MU-MIMO) can effectively pull together the
antennas at those users and overcome this bottleneck. In the downlink studied
in detail in this work, the channel matrix has a different structure for SU-
MIMO is given by H ∈ C1×Nt . Similarly, for the MU-MIMO system, we have
H ∈ CKNu×Nt .

In terms of network architecture, there is a certain amount of possible
setups for massive MIMO. In this work, we can cite co-located antenna systems
(CAS) and distributed antenna systems (DAS). In a CAS system, a base
station (BS) is co-located at the center of each cell, with the advantage of
low backhaul requirement. This architectural scheme has been under study
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Figure 2.1: Regular Cellular System Multi-User MIMO Communication with
K=6.

since 1G, having many works on the field in [23], and [13]. Furthermore, it will
be considered for multi-cell systems in this work. Contrarily, in DAS systems,
remote radio heads (RRHs) are spread all over the cell and connected to a
central processor (CP) by optical fiber, coaxial cable or microwave [12].

Coordinated multi-point joint processing (CoMP) transmis-
sion/reception, promote multiple BSs cooperating and acting as a single
effective MIMO transceiver, enabling the exploitation of interference, taking
advantage of joint signal processing rather than treating it as noise, promising
vast gains in spectral efficiency and fairness. As another direction on MIMO
technology, CoMP and network MIMO have been proposed in [3], [24], [25], [26]
aiming to improve SE and diminish inter-cell interference. The idea is that
BSs act together as a single antenna array and users can receive their desired
signals through BSs close to them. By choosing correctly the antenna outputs,
interference can be minimized and the system capacity increased [14].

As a combination of massive MIMO, DAS architecture and CoMP
technique, cell-free massive MIMO proposes that many randomly distributed
APs are connected to a CPU and serve simultaneously a much smaller number
of users. At the CPU, precoding techniques and power allocation algorithms
can be performed. Compared to a cellular system, cell-free concepts have been
shown to increase energy efficiency (EE) and per-user throughput, both in
rural and urban scenarios [27].

The main challenges in its implementation are the need for a substantial
backhaul overhead traffic, high deployment costs, and a sufficiently capable
CPU. In particular, precoded signals and channel state information (CSI)
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need to be shared among the base stations or APs [28]. Synchronization and
feedback can also be cited as challenges brought by these technologies [29].
However, due to its ability to mitigate interference between cells, BSs/APs and
users, cell-free can achieve significant gains in both the uplink and downlink.

2.1.2
Modulation and Propagation

Wireless systems require some fundamental definitions to convey infor-
mation over the channel between the transmission and reception devices. In
order to reach the other end in a communication system, transmit signals must
be modulated and propagation effects analyzed.

The modulation process encodes a digital information signal into ampli-
tude, phase, or frequency of the transmitted signal. The encoding process turns
several bits into one symbol, and the rate of symbol transmission determines
the bandwidth of the transmitted signal (the larger the number of bits per
symbol, the greater the required received SNR for a given target BER) [30].
For mathematical simplicity, Quadrature Phase Shift Keying (QPSK) is used
in this work. QPSK modulation consists of phase shift keying, changing the
carrier phase at one or more points on the sine wave. In this type of modula-
tion, the frequency and amplitude do not change, i.e., are kept constant [31].
In QPSK, two bits are modulated at once, mapping and selecting four possible
carrier phase shifts (0, 90, 180, or 270 degrees) as its constellation diagram
shows in Fig. 2.2.

Figure 2.2: QPSK Gray Coded Constellation Diagram.

As previously mentioned, some propagation effects must be considered in
wireless communication systems and are highlighted in this literature review.
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Multi-path propagation creates an almost stationary fading pattern in space
for each base station [32]. The line-of-sight (LOS) path can be considered as
a transparent communication link over which data can be transmitted easily
at very high speed, without delay spread. On the other hand, non-line-of-
sight (NLOS) signals propagate everywhere causing delay spread in multi-path
components and interference.

Figure 2.3: Difference between LOS and NLOS propagation.

Time variation and distance between the transmitter and the receiver
causes fading on the received signal signal power. We will concentrate on large
scaling fading which normally can be translated as significant modifications
of the environment. We calculate large scale fading β, to be used in channel
estimation, where m is the index that denotes an antenna element for MC and
a specific AP in CF:

βm,k = PLm,k · 10
σshzm,k

10 , (2-1)
where σsh is the shadow fading standard deviation and zm,k is the

shadowing coefficient:

σsh = 8 dB,

zm,k ∼ N (0, 1) .
(2-2)

An obstacle between the transmitter and the receiver must be interpreted
as parameters related to path loss and shadowing. For urban propagating
scenario, we can calculate the path loss in dB (L) using COST-231 Hata
method [33], represented below:

PL = 46.3 + 33.9log(f) − 13.82log(hm)

− a(hu) + (44.9 − 6.55log(hm))log(d) + CM.
(2-3)
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1 ≤ d ≤ 20km,

1500 ≤ f ≤ 2000 MHz,

30 ≤ hm ≤ 200 m,

1 ≤ hu ≤ 10 m,

CM= 3dB (correction factor for urban scenario),

a(hu) = 3.2(log(11.75hu))2 − 4.79 (correction factor for the receiver antenna

height in dB for urban scenarios),

f is the carrier frequency, hm is the Tx antenna height, hu is the user antenna

height, and d is the distance between the antenna and the user.

For MC systems the COST 231 Hata model is used to calculate large
scaling fading β, however its calculation is limited to the transmit antenna
height between 30–200m. Considering that the antenna height in planned CF
applications are < 20m, this work adopts a different PL calculation which was
presented in [34]:

PLm,k =


−L− 35 log10 (dm,k) , if dm,k > d1

−L− 15 log10 (d1) − 20 log10 (dm,k) , if d0 < dm,k ≤ d1

−L− 15 log10 (d1) − 20 log10 (d0) , if dm,k ≤ d0

(2-4)

where

L ≜ 46.3 + 33.9 log10 (f) − 13.82 log10 (hAP)

− (1.1 log10 (f) − 0.7)hu + (1.56 log10 (f) − 0.8) ,

d0 = 10 m,

d1 = 50 m,

f = 1900 MHz,

hAP = 15 m,

hu = 1.65 m,

(2-5)

For this CF scenario, hAP is the AP antenna height in meters and dm,k is the
distance between the mth antenna element and the kth user, as in [13]. When
dm,k ≤ d1 there is no shadowing.
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2.1.3
MIMO Channel

The channel H can be modeled as a sum of dedicated LOS and NLOS
propagation paths, and as some small changes in the user position causes
significant changes in the phase of each multi-path component [32], we,
therefore, can consider that channel the H is a sum of random variables.
Since the number of multi-paths tends to infinity, we make use of central limit
theorem and conclude that the entries of H follow a Gaussian distribution. We
then present the system model for MIMO transmission:

y = Hx + w; (2-6)
In this work we focus on the study of DL transmission, where y is the

vector of received samples CNr×1, x is the vector of transmit signals CNt×1, w
is the vector of noise samples CNr×1. The channel matrix H has dimensions
given by CNr×Nt .

Figure 2.4: Channels in Multi User MIMO.

Mentioned before as a benefit of MIMO systems, spatial diversity, with a
“massive” number of antennas at the base station, leads to channel hardening,
which means that a fading channel behaves as if it was a non-fading channel.
The randomness is still there but its impact on the communication is negligible.

2.1.3.1
Channel Capacity

Many advantages that we have pointed out in the previous sections
include capacity gains, which increases the achievable information rates of
the whole system. For point-to-point MIMO, since we have the cooperation
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between users, we consider Claude Shannon’s pioneering work in the late 1940s.
His work showed that the capacity of a channel, defined to be the maximum
rate at which reliable communication is possible, can be simply characterized
in terms of the mutual information I(X;Y ) between the input and the output
of the channel [4]:

I(X;Y ) =
∫

Sx

∫
Sy
fx(x)fy|x(y|x) log2

(
fy|x(y|x)
fy(y)

)
dydx, (2-7)

where fx(x), fy(y) and fy|x(y|x) are probability density functions.
It can also be written as function of differential entropy of channel output

and conditional output:

I(X;Y ) = h(Y )h(Y |X) = h(X)h(X|Y ). (2-8)
Finally, we obtain that the channel capacity of most channels is equal

to the mutual information of the channel maximized over all possible input
distributions, as shown by

C = max
px(x)

I(X;Y ). (2-9)

The differential entropies for h(Y ) and h(X|Y ) based on Gaussian vectors
are computed along with the differential entropy for the Gaussian noise denoted
as w ∈ NC(O,Cw), where Cw is the covariance matrix for the noise. As
we already described in equation (2-6), we can perform the linear operation
as fy|x(y|x) = fw(yHx) = fw(w), and h(Y |X) = h(W ), for the mutual
information to hold:

I(X;Y ) = h(Y ) − h(W ). (2-10)
Computing the Gaussian distributed random process, applying logarithm

rules, and considering that
∫

Sm fwdw = 1, the differential noise entropy is given
by:

h(W ) = log2(|πCw|) + log2(e)tr(INr) = log2(|eπCw|)

and

h(Y ) = log2(|eπCy|) = log2(|eπ(Cw + HCxHH)|),

where Cx is the input covariance matrix, Cy is the output covariance matrix.
Using Sylvester’s determinant theorem [35], the mutual information yields:

I(X;Y ) = log2(|INt + HHC−1
n HCx|). (2-11)
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2.1.4
Uplink and Downlink

The channel from the users to the BS/AP is a multiple-access (MAC)
or uplink (UL) channel, whereas the channel from the BS to the users is the
broadcast channel (BC) or downlink (DL) channel [36]. We consider that the
system has Nt antennas at the BS or AP, K users with Nr antennas and Hk

denote the channel matrix for user k.

Figure 2.5: Uplink/downlink channels in wireless network systems.

In the UL, let xk ∈ CNr×1 be the transmitted signal of user k. Let
yUL ∈ CNt×1 denote the received signal and w ∈ CNt×1 the noise vector, where
w ∼ CN (O,Cw) is a complex Gaussian with an identity covariance matrix
sized by Nt. The received signal in the UL is given by

yUL = H∗
1x1 + . . .+ H∗

KxK + w

= [H∗
1 . . .H∗

K ]


x1
...

xK

+ w.
(2-12)

In the DL, x ∈ CNt×1 denotes the transmitted signal vector (from the
BS/ AP) and yDL

k ∈ CNr×1 is the received signal at receiver k. The noise at
receiver k is represented by wk ∈ CNr×1 the noise vector and is assumed to be
complex Gaussian noise wk ∼ CN (O,Cw). The received signal in the DL is
given by

yDL
k = Hkx + wk. (2-13)
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In both links, each transmitter is assumed to have an independent data
stream (an independent message for each of the receivers) and the capacity
region is therefore a K-dimensional region.

Figure 2.6: System models of MIMO DL (left) and the UL (right) channels.

For MIMO systems application, we normally use precoding techniques in
the DL that will be discussed further on in this work and detection techniques
in the UL. In this work, we focus on the design of linear precoders.

2.1.4.1
TDD protocol and Channel Estimation

For mathematical simplicity and channel reciprocity in the DL and UL,
the system considers time-division duplex (TDD) for its duplex communication
links. In the TDD protocol the data stream is divided into frames and carried
over the same frequency by using different time slot to forward and reverse
transmission. We separate the UL and DL signals by matching full duplex
communication over a half-duplex communication link.

Figure 2.7: TDD Protocol.
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Since the TDD protocol is assumed for full duplex communication, the
channel is estimated through UL training and channel coefficients for the UL
and DL are the same. We consider that channel state information (CSI) at the
base station is obtained in the UL via users sending data. We can consider a
few steps to estimate the channel in pilot-based scheme [32]:

i) Set a mathematical model to correlate the transmitted signal and the
received signal using the channel matrix, presented in (2-6);

ii) User transmits a known signal as a pilot or as a training signal and BS
detects the received signal;

iii) By comparing the transmitted signal and the received signal, we can
figure out each element of the channel matrix H;

iv) Data are transmitted back to the user that initiated the process.

We can represent a TDD protocol transmission in Fig. 2.8 for a coherent
interval of time, using orthogonal frequency-division multiplexing (OFDM)
modulation technique, which employs parallel transmission of orthogonal data
in many carriers of different frequency with quadrature amplitude modulation
(QAM) or PSK modulation, for QPSK symbols:

Figure 2.8: Transmission using TDD protocol

2.2
Downlink Precoding

In this section, we present the derivation of two DL linear precoders
used in the this thesis: Conjugated Beamforming (CB)/ Matched Filter (MF)
and Zero Forcing (ZF). Precoding techniques exploit channel information
available at the transmitter (CSIT), therefore applied in DL to improve both
the capacity and the error rate performance. We modify (2-6), where we can
characterize the linear precoding matrix as P. The estimate output signal x̃
of the MIMO system is then given by:

x̃ = G(HPx + w), (2-14)
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where G is a linear equalizer for point-to-point MIMO, however we consider
as an identity matrix.

Linear precoding is known to provide an attractive trade-off between
performance and computational complexity when causal CSIT is available in
the form of channel estimates. Functionally, a linear precoder is a transmit
operation matching the input signal covariance on one side and to the channel
on the other. The structure is essentially a beamformer with single or multiple
beams, each with a defined direction and power loading [4].

2.2.1
Conjugated Beamforming (CB) or Matched Filter (MF) Precoder

Our first precoder presented in this work, the CB has the objective to
maximize signal-to-noise ratio at the receiver. It corresponds to the following
optimization problem:

PCB = arg minE
{∣∣∣∣∣∣xHGHPx

∣∣∣∣∣∣2
2

}
s.t. tr(PCxPH) = Etr

(2-15)

Taking the derivative with respect to P∗ from the Langragian function,
we obtain:

L(P, λ) = -tr{GHPCx}tr{CxPHHHGH} + λ(tr{PCxPH} - Etr) (2-16)

∂L(P, λ)
∂P∗ = - tr{GHPCx}HHGHCx + λPCx (2-17)

Equating to zero and computing the transmit energy constraint, we have:

PCB =
√

Etr

tr {HHGHCxGH}
HHGH (2-18)

2.2.2
Zero Forcing Precoder

The Zero-Forcing signal transmitted to a user does not create interference
to other users [36]. Its unbiased criterion is expressed by:
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E[f x̃|x] = x

fGHPx = x

fGHP = I

It is an additional constraint to MMSE, as represented:

PZF = arg minE
{
||x − f x̃||22

}
s.t. tr(PCxPH) ≤ Etr

s.t. fGHP = I

(2-19)

When we assume that Etr is the transmit energy:

PZF = arg minE
{∣∣∣∣∣∣f−Gw2

2

∣∣∣∣∣∣}
The Lagrangian function is then given by:

L(P, f,Λ, λ) = f 2tr{GCwGH} + 1
2 tr{Λ(fGHP − I)}

+ 1
2 tr{fHHGHΛHPH} − 1

2 tr{ΛH} + λ(tr{PCxPH} − Etr

(2-20)

Calculating with respect to P∗ and equating it to zero:

∂L(P, f, λ)
∂P∗ = 1

2HHGHΛH + λPCx

P = −f
2λ HHGHΛHC−1

x

Finding values for ΛH and using transmit energy constraint we find the
following values:

PZF =
√

Etr

tr {Cx(GHHHGH)−1}
HHGH(GHHHGH)−1 (2-21)
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with transmit energy constraint:

f =
√

tr {Cx(GHHHGH)−1}
Etr

(2-22)

2.3
Downlink Power Allocation

In every system design, system capacity is taken into account. Consid-
ering the expression that we derive in (2-11), the downlink achievable rate of
user k is Rk, assuming Gaussian signaling, is represented below:

Rk = log2(1 + SINRk). (2-23)
With m being the index that denotes the m-th transmit antenna, the trans-
mitted signal follows:

xm = ρf

K∑
i=1

√
ηmihmisi. (2-24)

For simplicity, note a difference between CF and MC for channel h =
ĥ∗

cf = hmc (see in details in Section 2.4). ρf is the maximum transmitted
power of each antenna in the transmitter, ηmi is the power coefficient used by
the transmit antenna m to user i, The quantity hmi is the channel coefficient
between m and i, h̃mi is the estimation of the channel coefficient and si is the
symbol intended for user i with E

(
|si|2

)
= 1.

The signal received by user k is

yk =
M∑

m=1
hmkxm + wk (2-25)

where wk ∼ CN (0, 1) is additive noise.
We now find the derivation for capacity lower bound in (2-25):

yk =
M∑

m=1

√
ρf ηmk E

(
|hmk|2

)
sk︸ ︷︷ ︸

T0: desired signal

+
M∑

m=1

∑
i ̸= kK√

ρf ηmi hmksi︸ ︷︷ ︸
T1: interference

+
M∑

m=1

√
ρf ηmk

(
|hmk|2 − E

(
|hmk|2

))
sk︸ ︷︷ ︸

T2: lack of channel knowledge at user

+
M∑

m=1

K∑
i=1

√
ρf ηmi h̃mk hmksi︸ ︷︷ ︸

T 3: channel estimation error

+wk

(2-26)

Assuming that the data signals for different users are uncorrelated and
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wk is statistically independent from data signals and channel coefficients, one
can check T0, T1, T2, T3 and wk are mutually uncorrelated.

Hence, SINRk is given by

SINRk =
E
(
|T0|2

)
σ2

w + E
(
|T1|2 + |T2|2 + |T3|2

) (2-27)

where:

E
(
|T0|2

)
= ρf

(
M∑

m=1

√
ηmkαmk

)2

E
(
|T1|2

)
= ρf

K∑
i ̸=k

M∑
m=1

ηmiαmkαmi

E
(
|T2|2

)
= ρf

M∑
m=1

ηmkα
2
mk

E
(
|T3|2

)
= ρf

K∑
i=1

M∑
m=1

ηmi (βmk − αmk)αmi

The results lead us to a new expression for (2-23) in each precoder design.
In the system model presented in (2-6) (already modified by precoding matrix
P explained in Section 2.2), we introduce N as the power allocation matrix.
Instead of having entries ηm,k, N will be a diagonal matrix where its coefficients
are only function of k, such as ηm,k = ηk, k = 1, . . . , K. Then, N is a diagonal
matrix with √

η1, . . . ,
√
ηK on its diagonal:

N =



√
η1 0 . . . 0
0 √

η2 . . . 0
... ... . . . ...
0 0 . . .

√
ηk

 (2-28)

The received signal for all users y ∈ CNr×1 is then:

y = √
ρf HPNs + w. (2-29)

where ρf is the transmit power limit, the channel matrix H ∈ CNr×Nt , the
precoding matrix P ∈ CNt×Nr , the power allocation matrix N ∈ CNr×Nr , the
symbol vector s ∈ CNr×1, and the noise vector w ∈ CNr×1.
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2.4
System Models

During the first section of this work, we have presented a literature
review on Massive MIMO, signal propagation, MIMO channel capacity, UL
and DL system models, and also DL precoding and power allocation. Those
characteristics are present for both MIMO architectures presented below.

In this section, we will highlight the behavior and elements that are
essential for cellular and cell-free systems. Furthermore, we will point out the
main differences, aiming the presentation of the numerical results.

2.4.1
Multi-Cell Systems

Introduced to amplify system capacity by the frequency reuse technique,
the cellular concept has become essential for wireless cellular systems. The
method collaborates to the increase the number of available channels, con-
sequently the number of users in the system [37], and avoid interference. A
cellular network is characterized by centralized communication where multiple
users within a cell communicate with a base-station that controls all transmis-
sion/reception and forwards data to the users [4]. The base-station is located at
the center of each cell and a set of cells form a cluster Fig. 2.9. This architecture
represents the CAS topology for MIMO systems.

Figure 2.9: Multi cellular system concept.

The most used cell geometry is hexagonal cells due to uniformity in
levels of interference between cells using the same set of channels in different
clusters (co-cells), since they have the same distance of reuse D for all neighbor
clusters [38]. In tentative to cover the largest area and serve the maximum
number of users as possible, cellular systems are formed by many clusters. To
calculate the area of each cell a and the area of the cluster A, we have:
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a = 3
√

3R
2

2 and A =
√

3D
2

2 , (2-30)

where D is the distance between co-cells for frequency channel reuse and R is
the radius of the cell. We use the results to calculate Q, the number of cells
in a cluster (meaning the number of sub-channels that we divide the total of
available channels in a cluster) and reuse factor q as below:

Q = A

a
= D2

3R2
(2-31)

The distance of reuse is:

D =
√
i2 + ij + j2

√
3R2

Q =
√
i2 + ij + j2

q = D

R
=
√

3Q

(2-32)

Even though the system diminish channel frequency interference ensuring
that cells with the same carrier frequency keep distance between co-cells
D [39], network stills suffer with inter-cell interference (ICI) and performance
drastically decreases when users are at cell-edge due to the distance to the BS
(see subsection 2.1.2).

Considering the CAS setup explained connected to a Core Network (CN)
through a backhaul for signaling, we describe a mathematical model for this
MIMO DL transmission for all the users in a cell as we explained in (2-35).

Figure 2.10: Multi-Cellular Massive MIMO System.
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Assume that all users K in the cell are served by only one BS with M

antennas. For antenna assignment, we take a greedy solution and choose the
antenna with the largest large-scale fading coefficient (βmk,k):

mk = argmax βmk (2-33)

Channel estimation is performed by pilot-based scheme, to obtain the
channel matrix H. We can consider the received symbol for the k-th user:

yk = √
ρfhk,mpm,knk,ksk︸ ︷︷ ︸

desired signal

+ √
ρf

K∑
j=1
j ̸=k

hk,mpm,jnj,jsj

︸ ︷︷ ︸
other users interference

+ wk︸︷︷︸
noise (2-34)

For all users in a cell c, the received signal yc is then:

yc = √
ρf HMCPNs + w. (2-35)

where yc ∈ CK×1, ρf is the transmit power limit, the channel matrix HMC ∈
CK×M , the precoding matrix P ∈ CM×K , the power allocation matrix N ∈
CK×K , the symbol vector s ∈ CK×1, and the noise vector w ∈ CK×1.

In the simulations developed in this work, we have considered systems
with M transmit antennas and K receive antennas communicating using
Rayleigh fading channel in each cell. The MC system with C = 4 and QPSK
modulation was introduced to encode the symbols. Three linear precoding
techniques, MF or CB, ZF and MMSE, were compared during the simulations.
We also considered and compared three power allocation techniques, namely,
UPA, APA and R-APA for this system.

2.4.2
Cell-Free Systems

Cell-free (CF) massive MIMO systems have a large number of individ-
ually controllable low-cost low-power single antenna access point (APs) dis-
tributed over a wide area for simultaneously serving a small number of user
equipments (UEs) [15]. We have consider a DAS MIMO topology for this work.

The APs are connected via backhaul network to a Central Processing
Unit (CPU) and serve all users in the same time-frequency resource via TDD.
Each AP obtains CSI by UL and sends them to the CPU, which performs AP
selection (APS), precoding and power allocation whose parameters are then
fed back to the APs [40]. This framework brings about the two fold benefits
of having a reduced data payload in the fronthaul and an increased SE for all
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UEs [8]. However, when compared to CAS, cell-free has much more backhaul
complexity, since the communication between payload data, and power control
coefficients is done in the CPU.

Assuming that the users are surrounded by APs, all UEs may have good
channel conditions.

Figure 2.11: Cell-Free Massive MIMO System.

In order to avoid short symbols intervals and lose coherence interval, the
applications of CF structure is considered for scenarios where the mobility of
the users are less than 10 km/h. Smart factory, train stations, small villages,
shopping malls, stadiums, subways, hospitals, community centers and/or a
college campus would be some examples for indoors and/or hot-spots schemes
that would have great coverage.

We consider a Cell-Free Massive MIMO system with M APs and K

users, where M >> K. The channel coefficient between the AP m and user k
is represented below:

hmk =
√
βmkgmk, (2-36)

where βmk is the large scale fading coefficient which accounts pathloss and
shadowing effects. The small scale fading coefficient gmk ∼ CN (0, 1).

We assume that these coefficients are i.i.d random variables that remain
constant during a coherent interval and are independent in different intervals.
We denote the channel matrix between all APs and users by H ∈ CM×K .

To reduce interference in the TDD protocol, it is required channel
estimation and we can consider UL pilot-scheme.

As the first step of the protocol, all users simultaneously and syn-
chronously transmit reverse orthonormal pilots sequences {ψ1, . . . , ψK} ∈ Cτ ,
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which propagate to all M APs. Then, APs perform channel estimation, ob-
taining estimates ĥmk of hmk. This technique can result in pilot contamination,
however we assume that the coherence intervals are large such that the pilot
contamination is negligible (users with the same pilot are located far from each
other).

As a final step of the protocol, all APs get estimates of the channel
coefficients and use this info to transmit data to all users. It is considered
orthogonal pilots.

The received signal sequence in the training step at AP m is:

ym = √
ρfτ

K∑
i=1

hmiψi + wm, (2-37)

where ρf is the maximum transmitted power of each user, wm ∼ CN (0, Iτ ) is
additive noise and τ is the length of pilot sequences, in this case, τ = K.

The AP computes the following estimation:

ĝmk =
√
ρfτβmk

1 + ρrτβmk

ψH
k ym. (2-38)

Due to channel hardening in Massive MIMO systems cited in section
1, we assume that each user is only aware of the statistics of the estimated
channel coefficients. Then, the variance of this estimate, E

(
|ĝmk|2

)
, is given

by:
αmk = ρrτβ

2
mk

1 + ρrτβmk

(2-39)

Let the channel estimation error be:

g̃mk = gmk − ĝmk (2-40)

where

ĝmk ∼ CN (0, αmk)

g̃mk ∼ CN (0, βmkαmk)

We consider channel reciprocity explained in the literature review, mean-
ing that channel coefficients are the same for DL and UL. After channel esti-
mation, we can consider the data transmitted to K users in DL, so that m-th
AP transmits the symbols:

xm = √
ρf
∑K

k=1 pmkamksk, (2-41)

where ρf is the transmit power limit of each antenna, pmk is the precoding
coefficient and amk is the power coefficient used by AP m for transmission to
user k, and sk is the data signal intended for user k.
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The signal received by the k-th user is then represented by:

yk = ∑M
m=1 hmkxm + wk, (2-42)

where wk ∼ CN (0 , σ2
w).

For all APs combined we can express the trasnmitted vector as x = PNs.
For all users, we express the received vector:

yCF = √
ρfHT

CF x + w, (2-43)

where in this framework, the channel matrix HCF ∈ CM×K , P ∈ CM×K is
the precoding matrix, N ∈ CK×K is the power allocation matrix, then s and
w ∈ CK are the symbol and noise vectors, respectively. Note a small difference
between dimensions in HCF and HMC (presented before), however yCF ∈ CK×1

and yMC have the same dimensions.
In simulations, we compare some DL Precoders (CB, ZF and MMSE)

and power allocation techniques (UPA, APA and R-APA) in terms of Sum
Rate vs SNR and BER vs SNR for this system model. Previous works has
shown that CF systems provide five to ten fold improvement in 95% per user
throughput when compared to Small Cells with m = 1 [15] and [13], however
this works considers a MC system with 4 cells cluster with MIMO increasing
the number of transmitters per cell.

2.5
Numerical Results

In Fig. 2.12 we analyze the numerical results of all techniques explained in
this chapter. First, we present a MIMO transmission for K=4 and M=8, in only
one cell with ZF and CB precoders. For math simplicity, the simulation was
performed using QPSK modulation, UPA technique, and considered Rayleigh
fading channel. We used 120 channel realizations and 100 transmitted symbols
for each transmission. We clearly notice a much better performance obtained
with the ZF precoder, where in very low SNR rates accomplished no more
bit errors (achieved 0 BER at 10 dB). We can also highlight that CB stays
constant close to 10−3. In both schemes, the results are excellent, with rates
very close to 0 for very low SNR.
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Figure 2.12: System Performance: One-Cell with K = 4 and M = 8.

Next, we apply the DL linear precoding and power allocation techniques
previously described to the two system architectures that we discussed in Sec-
tion 2.4. We observe that in general the ZF precoder has the best performance
overall. MC + ZF achieved better rates for the proposed setup, with less than
10−1 after 13 dB. Furthermore, MC with CB and CF with CB remained almost
constant.
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Figure 2.13: System Performance: Multi-Cell with C=4, K=1 per cell and M=8
vs Cell-Free with K=4 and M=32.

In this chapter, we have presented some literature review on MIMO sys-
tem, including modulation and propagation overview, MIMO channel expla-
nation and capacity calculation, uplink and downlink models, downlink pre-
coder designs, power allocation details and two different system architecture
schemes.
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3
MMSE Precoding and Power Allocation for Multi-Cell and
Cell-Free Massive MIMO Systems

In this chapter, we detail the derivation of the linear MMSE precoder for
the downlink and the adaptive power allocation schemes based on max-min
fairness for this specific precoder.

In Section 3.1, we provide the derivation of the MMSE precoder with
total power constraint. In Section 3.2 we calculate the power coefficients to
maximize the SINR in order to achieve good information rates. The UPA
restriction is used and we also show two other adaptive algorithms to improve
the performance of the systems. In both adaptive approaches, the MSE cost
function is used to recalculate N. In Section 3.3, we study the computational
complexity of precoders and power allocation techniques presented in this
work. Finally, numerical results are presented and individually analyzed for
the developed schemes and applied to CF and MC settings.

3.1
Linear MMSE Precoder

Let us focus on the derivation of the linear MMSE precoder, which has
proven to have better performance than the linear ZF precoder for both CF
and MC [15].

The linear MMSE precoder includes a total transmit power constraint
in the form of an inequality [41]. At the receiver, the received signal will be
scaled, for example, with an automatic gain control f . This kind of scaling is
relevant for the MSE and therefore it is taken into account in the optimization
problem and in the precoder design.

By taking into account the expression in (2-35), we start the derivation:

y = √
ρf HPNs + w. (3-1)

For simplification purposes, we assume that the derivation is valid for
MC and CF system, however notations of variables P, H and N are different
in each of these systems.

We consider that the linear precoder matrix PMMSE corresponds to the
solution of the following optimization problem:
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PMMSE = arg minE{|s − fy|22}
s.t. E

[
∥x∥2

2

]
≤ Etr,

(3-2)

where the transmit signal is given by

x = √
ρfPNs (3-3)

The average transmit power is obtained through

E
[
∥x∥2

2

]
= E

[(√
ρfPNs

)H (√
ρfPNs

)]
= ρfE

[
sHNHPHPNs

]
= ρf tr

(
E
[
sHNHPHPNs

])
= ρfE

[
tr
(
NHPHPNssH

)]
= ρf tr

(
PNCsNHPH

)
= Etr,

(3-4)

where Etr denotes the total transmit power constraint, and E[ssH ] = Cs is
the covariance matrix of s. Because the transmit energy is constrained, it
is considered that the received signal is scaled with factor f at the receiver,
which is part of the optimization. The design of the precoder matrix PMMSE

is constrained as follows:

PMMSE = arg minE{|s − fy|22}
s.t. ρf tr(PNCsNHPH) ≤ Etr,

(3-5)

The MSE cost function is then described as:

C(N) = E
[
∥s − fy∥2

2

]
= E

[
(s − fy)H (s − fy)

]
= E

[
sHs − fsHy − fyHs + f 2yHy

]
= E

[
sHs − fsH

(√
ρfHPNs + w

)
−f

(√
ρfHPNs + w

)H
s

+f 2
(√

ρfHPNs + w
)H (√

ρfHPNs + w
)]
(3-6)

We can highlight a small difference from CF to MC at this point
of derivation, where HT

cf and Hmc have different dimensions. Even though
(HT

cf)H = H∗
cf and HH

mc, the calculation can be simplified with HT
cf = Hmc = H

as demonstrate in (2-35), meeting the compatibility of dimensions for each
system and its variables with the explanation above. By using the properties
of the expected value operator, we have:
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= E
[
sHs

]
− fE

[√
ρfsHHPNs

]
− fE

[
sHw

]
− fE

[√
ρfsHNHPHHHs

]
− fE

[
wHs

]
+ f 2E

[
ρfsHNHPHHHHPNs

]
+ f 2E

[√
ρfsHNHPHHHw

]
+ f 2E

[√
ρfwHHPNs

]
+ f 2E

[
wHw

]
.

(3-7)

Data symbols and the noise are statistically independent, leading to
E[swH ] = 0 and E[sHw] = 0:

E
[
∥s − fy∥2

2

]
= E

[
sHs

]
− f

√
ρfE

[
sHHPNs

]
− f

√
ρfE

[
sHNHPHHHs

]
+ f 2ρfE

[
sHNHPHHHHPNs

]
+ f 2E

[
wHw

]
.

(3-8)

Applying the trace operator and considering E[ssH ] = Cs and E[wwH ] =
Cw, where Cw is the noise covariance matrix:

E
[
∥s − fy∥2

2

]
= tr (Cs) − f

√
ρf tr (HPNCs)

− f
√
ρf tr

(
NHPHHHCs

)
+ f 2ρf tr(NHPHHHHPNCs) + f 2tr (Cw) ,

(3-9)

The Lagrangian function can be written taking into account the power
constraint in (3-5), with the Lagrange multiplier λ and setting its derivative
to zero:

L (P, f, λ) = E
[
∥s − fy∥2

2

]
+ λ

(
ρf tr

(
PNCsNHPH

)
− Etr

)
= tr (Cs) − f

√
ρf tr (HPNCs)

− f
√
ρf tr

(
HHCsNHPH

)
+ f 2ρf tr

(
HHHPNCsNHPH

)
+ f 2tr (Cw)

+ λ
(
ρf tr

(
PNCsNHPH

)
− Etr

)
.

(3-10)

Using Wirtinger’s calculus where ∂tr
(
ABH

)
/∂B∗ = A, with respect to

P∗ we have:
∂L (P,N, f, λ)

∂P∗ = f 2ρfHHHPNCsNH + λρfPNCsNH

− f
√
ρfHHCsNH = 0,

(3-11)

We then solve (3-11):
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f 2ρfHHHPNCsNH + λρfPNCsNH − f
√
ρfHHCsNH = 0

f
√
ρfHHCsNH = ρfHHHPNCsNH + λf 2ρfPNCsNH

f
√
ρfHH = ρfHHHPN + λf 2ρfPN

f
√
ρfHH = ρf

(
HHH + λf 2IM

)
PN

PN = f
√
ρf

(
HHH + λf 2IM

)−1
HH︸ ︷︷ ︸

P̃

P = f
√
ρf

(
HHH + λf 2IM

)−1
HH︸ ︷︷ ︸

P̃

N−1

P = f
√
ρf

P̃N−1.

(3-12)

Using Wirtinger’s calculus in (3-10) with respect to f yields:

∂L (P, f, λ)
∂f

= √
ρf tr (HPNCs) + √

ρf tr
(
NHPHHHCs

)
− 2fρf tr

(
NHPHHHHPNCs

)
− 2ftr (Cw) = 0

(3-13)

2√
ρfRe

{
tr(NHPHHHCs)

}
= 2fρf tr(NHPHHHHPNCs) + 2ftr(Cw)

(3-14)

Dividing the whole equation for 2 and f :
√
ρf

f
Re {tr(HPNCs)} = ρf tr(NHPHHHHPNCs) + tr(Cw) (3-15)

Then using the result from (3-12):

tr
(

−
(
ρfNHPHHHHPNCs + Cw

)
=

√
ρf

f
Re (HPNCs)

)

tr
(

−
(
ρf

f
√
ρf

NH
(
N−1

)H
P̃HHHH

f
√
ρf

P̃N−1NCs + Cw

)

=
√
ρf

f
Re

(
H

f
√
ρf

P̃N−1NCs

))

tr
(
−
(
f 2P̃HHHH P̃Cs + Cw

)
= Re

(
HP̃Cs

))
tr
(
Re

(
HP̃Cs

))
= f 2tr

(
HHHP̃CsP̃H

)
+ tr (Cw)

(3-16)

Using the relation introduced in [41], we have

tr
(
Re

(
HP̃Cs

))
= tr

((
HHH + ϵ IM

)
P̃CsP̃H

)
, (3-17)

Equating (3-17) to (3-16), setting ϵ = λf 2 from (3-12) and using Etr
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restriction, it yields:

tr
((

HHH + ϵ IM

)
P̃CsP̃H

)
= tr

(
HHHP̃CsP̃H

)
+ tr (Cw)

f 2

tr
(
HHHP̃CsP̃H

)
+ tr

(
ϵP̃CsP̃H

)
= tr

(
HHHP̃CsP̃H

)
+ tr (Cw)

f 2

f 2tr
(
ϵP̃CsP̃H

)
= tr (Cw)

ϵf 2tr
(
P̃CsP̃H

)
= tr (Cw)

ϵEtr = tr (Cw)

ϵ = tr (Cw)
Etr

(3-18)

since

Etr = ρf tr
(
PNCsNHPH

)
= ρf tr

(
f

√
ρf

P̃N−1NCsNH
(
N−1

)H
P̃H f

√
ρf

)

= f 2tr
(
P̃CsP̃H

)
.

(3-19)

With the result above, we arrive at:

fMMSE =
√√√√ Etr

tr
(
P̃CsP̃H

) , (3-20)

Finally, the MMSE precoder that takes into account power allocation for cell-
free and multi-cell systems is written as:

PMMSE = fMMSE√
ρf

(
HHH + tr (Cw)

Etr
IM

)−1

HHN−1, (3-21)

As mentioned before, H, N and Cw dimensions are different for each
system, so PMMSE, CF ∈ CM×K and PMMMSE, MC ∈ CNt×Nr .

3.2
Power Allocation

In this section, we will describe the achievable rates for the MMSE
precoder and different power allocation techniques (UPA, APA and R-APA)
to maximize SINR aiming to achieve excellent bits / Hz / channel use rates.
As demonstrated in Chapter 2, the system capacity is subjected to the power
constraint Etr, which depends on P and N as show in (3-19).

Subsection 2.3 has shown that system rates depend on decent power
coefficient allocation ηmi used by antenna m to transmit to user i for SINR
calculation. For that reason, we first use the UPA technique presented in [15]
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and [16], next we develop APA and R-APA techniques to calculate N, a
diagonal matrix with √

η1, . . . ,
√
ηK on its main diagonal, which is used to

recompute the precoder PMMSE and find the power allocation matrix NMMSE.
The MMSE achievable sum-rate of all users, assuming Gaussian signalling:

RMMSE =
K∑

k=1
log2(1 + SINRk,MMSE), (3-22)

where
SINRk,MMSE = E [|A1|2]

σ2
w +∑K

i=1,i ̸=k E [|A2,i|2] + E [|A3|2]
. (3-23)

A1 is the term that contains the desired signal, A2,i is the interference
caused by user i and A3 is the residual interference originated from the
imperfect CSIT. Considering system equation in (2-35) and (3-21), we expand
the terms to obtain the received signal by user k:

yk = √
ρf hkPMMSE NMMSE s + wk

= √
ρf

(
hk + h̃k

) fMMSE√
ρf

(
HHH + Kσ2

w

Etr
IM

)−1

HHN−1NMMSE s + wk

= √
ρf hk

fMMSE√
ρf

(
HHH + Kσ2

w

Etr
IM

)−1

HHN−1NMMSE s︸ ︷︷ ︸
desired signal + interference

+

√
ρf h̃k

fMMSE√
ρf

(
HHHH + Kσ2

w

Etr
IM

)−1

HHN−1NMMSE s︸ ︷︷ ︸
CSI error

+ wk,

(3-24)

where hk = [h1,k, . . . , hM,k] is the CSI vector for user k and h̃k = [h̃1,k, . . . , h̃M,k]
is the CSI error vector for user k.

We arrive at the values to input in (3-23):

A1 = √
ρfhkpk

√
ηksk, (3-25)

is the desired signal,

A2,i = √
ρfhkpi

√
ηisi, for i ̸= k, i = 1, . . . , K, (3-26)

is the interference caused by user i in user k and

A3 = √
ρf h̃kPMMSENMMSEs (3-27)

refers to CSI error.
In order to allocate power to the system, we need to derive the per

antenna power constraint, therefore the transmitted power for the mth antenna
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can be expressed as:

ρfE
[
aT

ma∗
m

]
= ρfE

[
NMMSEpT

mp∗
mNMMSE

]
= ρf tr

(
E
[
NMMSEpT

mp∗
mNMMSE

])
= ρf tr

(
N2

MMSEE
[
pT

mp∗
m

])
= ρf

K∑
i=1

ηiδm,i

(3-28)

where
δm = diag

{
E
[
pT

mp∗
m

]}
,m = 1, . . . ,M, (3-29)

am is the mth row of matrix A = PMMSENMMSE, pm = [pm,1, . . . , pm,K ] is
the mth row of the precoder PMMSE and δm,i is the ith element of vector δm.
The maximum transmitted power per-antenna is ρf , resulting in the following
per-antenna power constraint

ρf

K∑
i=1

ηiδm,i ≤ ρf ,m = 1, . . . ,M,

K∑
i=1

ηiδm,i ≤ 1,m = 1, . . . ,M.

(3-30)

Therefore, the max-min fairness power allocation problem with antenna
power constraint becomes

max
η

min
k

SINRk (η) (3-31a)

s.t.
K∑

i=1
ηiδm,i ≤ 1,m = 1, . . . ,M, (3-31b)

In systems equations 2-35, we consider the matrix N as Nmc ∈ CNr×Nr

and Ncf ∈ CK×K . However, in both cases we can consider the matrix presented
in (2-28), with k as the number of receive antennas.

In the following subsections, we will present in details power allocation
techniques to adjust the power coefficients η in MMSE design approach for
the best N allocation.

3.2.1
Uniform Power Allocation (UPA)

We would like to find the power coefficient, η that maximize the minimum
SINRk. As a first approach of power allocation technique, UPA considers
perfect channel estimation, meaning CSI error is zero, and takes into account
a per-antenna power constraint. Basically, we find the antenna m or Nt that
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transmit in full-power and equal values for ηk. The minimum possible value
for ηk is:

ηk = 1/
(

max
m

K∑
i=1

δm,i

)
, k = 1, . . . , K, (3-32)

where δm,i is the ith element of vector δm.
We can mention that UPA has very low computational complexity when

compared to Optimal Power Allocation (OPA) presented in [15] and [16], where
the optimization problem is taken to Matlab Software for Discipline Convex
Programming (CVX).

3.2.2
Adaptive Power Allocation (APA)

APA initiative aims to adjust the power coefficients ηk so that they
minimize the effect of the interference at the received signal vector y [42, 43].
We propose that the matrix N start with a set of defined η. We consider
the MSE cost function in (3-6) to calculate the instantaneous gradient, using
Wirting’s calculus with respect to N∗:

∇C(N) = ∂C(N)
∂N∗

∇C(N) = −f√
ρfPHHHCs + f 2ρfPHHHHPNCs

(3-33)

We use the result of this derivation to find the matrix N from the update
below, where µ is the step size of the APA algorithm:

N[i+ 1] = N[i] − µ∇C(N) (3-34)
Then, we apply per-antenna power constraint in order to fulfil power

requirement. Finally, we obtain the final value for N.
The Algorithm 1 is the adaptive SG learning strategy that performs APA,

explained in details:
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Algorithm 1 APA Algorithm Based on the Stochastic Gradient
1: Parameters: µ (step size) and TAPA (number of iterations).
2: Initialization: ηk[0] = 10−3, k = 1, . . . , K.
3: For i= 0:TAPA

4: Set N[i] as a diagonal matrix with
√
η[i] on its diagonal.

5: Define C (N).
6: Compute ∇C(N).
7: Calculate N[i+ 1] = N[i] − µ∇̂

N∗
C (N)

8: Obtain η[i+ 1] = N[i+ 1] ⊙ IK

9: Apply the per-antenna constraint δm · η[i + 1] ≤ 1,m = 1, . . . ,M to
adjust N[i+ 1]

10: end
11: Obtain N = N[i+ 1].

3.2.3
Robust Adaptive Power Allocation (R-APA)

The principles for the R-APA approach are the same as APA, namely,
to use an SG algorithm to recalculate N as demostrated in Algorithm 1).
However, we consider imperfect CSIT on the MSE cost function, in order to
ensure better performance and practical estimation.

In this case, the channel assumes value H = Ĥ + H̃, where the matrix
Ĥ represents the channel estimate and the matrix H̃ models the CSIT
imperfection by adding the error of the estimation procedure. H ∈ Nr × Nt

in MC and ∈ M × K in CF. Each coefficient hij of the matrix H represents
the link between the i-th receive antenna and the j-th transmit antenna. The
channel matrix can be expressed by H = [H1,H2, . . . ,HK ], where HK denotes
the channel connecting the BS/AP to the k-th user.

Let us now reconsider the MSE function (3-6) and rewrite it with the
new definition of H:

C(Nrob) = E{|s − ĤPNs − H̃PNs − n|22} (3-35)

Let us expand the terms to find C(Nrobust):

C(Nrob) = E[(sHs) − (sHH̃PNs) − (sHĤPNs) − (sHn)
−(sHNHPHĤHs) + (sHNHPHĤHĤPNs)
+(sHNHPHĤHH̃PNs) + (sHNHPHĤHn)
−(sHNHPHH̃Hs) + (sHNHPHH̃HĤPNs)
+(sHNHPHH̃HH̃PNs) + (sHNHPHH̃Hn)

−(nHs) + (nHĤPNs) + (nHH̃PNs) + (nHn)]

(3-36)
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where x and n are statistically independent, as well as H̃ and Ĥ. Applying
the trace operator, we have:

C(Nrob) = tr(Cs) − 2tr(ĤPNCs)
+2tr(NHPHĤHĤPNCs) + tr(NHPHH̃HH̃PNCs)

+tr(Cn)
(3-37)

Assuming that the vectors h̃k and h̃j are independent, i.e., E
[
h̃H

k h̃j

]
= 0

with (k ̸= j) and E
[
h̃H

k h̃k

]
= σ2

ek
, we obtain:

E[H̃HH̃] = [G̃] =


σ2

e1 0 . . . 0
0 σ2

e2 . . . 0
... ... . . . ...
0 0 . . . σ2

eNt

 (3-38)

Without loss of generality, we consider σ2
ei

= σ2
ej

, furthermore σ2
ei

= Nrσ
2
e

[G̃] = Nr


σ2

e 0 . . . 0
0 σ2

e . . . 0
... ... . . . ...
0 0 . . . σ2

e

 (3-39)

We then compute ∇C(Nrob):

∇C(Nrob) = ∂C(Nrob)
∂N

∇C(Nrob) = −2(ĤPCs) + 2(PHĤHĤPNCs)
+(PH [G̃]PNCs)

(3-40)

The result from (3-40) can be used to update the matrix N by the
gradient descent recursion:

N[i+ 1] = N[i] − µ∇C(Nrob) (3-41)
Including imperfect CSIT to the recursion of power allocation coefficients,

increases robustness against CSIT uncertainties.

3.2.3.1
Computational Complexity of R-APA

In this subsection, we demonstrate the computational complexity calcu-
lation for the R-APA approach [44], considering Ĥ as estimated channel matrix
and H̃ as CSIT imperfections, where both ∈ CM×K , P ∈ CM×K , N ∈ CK×K ,
then Cs ∈ RK×K . We use the expression in (3-41):
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N[i+ 1] = N[i] − µ(−2(ĤPCs) + 2(PHĤHĤPNCs)

+ PH [G̃]PNCs)
(3-42)

where [G̃] = E[H̃HH̃].

ĤP → MK2 multiplications +K2 (M − 1) additions.

ĤPCs → K3 multiplications +K2(K − 1) additions.

2(ĤPCs) → K2 multiplications.

PHĤH → MK2 multiplications +K (M − 1) additions.

PHĤHĤ → MK2 multiplications +MK(K − 1) additions.

PHĤHĤP → MK2 multiplication +K2 (M − 1) additions.

PHĤHĤPN[i] → K3 multiplication +K2 (K − 1) additions.

PHĤHĤPN[i]Cs → K3 multiplication +K2 (K − 1) additions.

2(PHĤHĤPN[i]Cs) → K2 multiplication

PHH̃HH̃ → MK2 multiplications +MK(K − 1) additions.

PHH̃HH̃P → MK2 multiplications +K2(M − 1) additions.

PHH̃HH̃PN[i] → K3 multiplications +K2(K − 1) additions.

PHH̃HH̃PN[i]Cs → K3 multiplications +K2(K − 1) additions.

− 2(ĤPCs) + 2(PHĤHĤPNCs) + PH [G̃]PNCs

→ K3 additions.

N[i] − µ(−2(ĤPCs) + 2(PHĤHĤPNCs) + PH [G̃]PNCs)

→ K2 multiplications +K2 additions.

(3-43)

Overall Complexity:

Multiplications = TR-APA
(
MK2 +K3 +K2 +MK2 +MK2 +MK2 +K3

+K3 +K2 +MK2 +MK2 +K3 +K3 +K3 +K2

= TR-APA
(
6MK2 + 6K3 + 3K2

)
Additions = TAPA

(
K2 (M − 1) +K2 (K − 1) +K (M − 1) +MK (K − 1)

+K2 (M − 1) +K2 (K − 1) +K2(K − 1) +MK(K − 1) +K2(M − 1)

+K2(K − 1) +K2(M − 1) +K3 +K2)

= TR-APA
(
M
(
5K2 −K

)
− 2K2 +K3 −K

)
(3-44)

According to the Big O notation, the complexity of the R-APA algorithm
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is O (TR-APAMK2) and APA is O (TAPAMK2)

3.3
Computational Complexity of Analyzed Techniques

During this work, some MIMO techniques were described in its math-
ematical model and, then, transformed into an algorithm. Well designed al-
gorithms allow optimized rates, performance and expenses for the systems.
The computational complexity intends to measure the amount of resources
(normally time and memory) required to run the algorithm.

In Table 3.1 we summarize the computational complexity for each tech-
nique covered in this work: Precoding, SINR calculation and power allocation.
The calculation of the results presented are in Appendix A.

Table 3.1: Computational Complexity

Precoding

MMSE Precoder O (M3)

ZF Precoder O (M3)

CB Precoder O (MK)

SINR Computation

MMSE Precoder O (M2K2)

ZF Precoder O (M2K2)

CB Precoder O (MK2)

Power Allocation

OPA O (TOPAK
3.5)

R-APA O (TR-APAMK2)

APA O (TAPAMK2)

UPA O (MK2)

Starting with the precoders, the complexity of the MMSE precoder is
comparable to the ZF precoder from [15]. The CB precoder, [13,15], however,
presents much lower computational complexity, at the cost of degraded per-
formance. The same can be said in terms of SINR computation. When power
allocation techniques are analyzed, the result depends on the number of it-
erations of the bisection method, TOPA, TR-APA and TAPA. If they are all the
same, OPA method will be the most costly. Another observation, R-APA and
APA [16, 19] normally requires less iterations than OPA, proving its much
lower complexity. UPA is proven to be the least complex of all, however in
terms of performance is not the best. If M2K2 > TR-APAMK2, the compu-
tational cost of MMSE + R-APA will be O (M2K2). We conclude that the

DBD
PUC-Rio - Certificação Digital Nº 1920852/CA



Chapter 3. MMSE Precoding and Power Allocation for Multi-Cell and Cell-Free
Massive MIMO Systems 58

proposed R-APA has very reasonable computational cost and can outperform
existing techniques.

3.4
Numerical Results

In this section, we study the performance of both systems architectures
in terms of BER vs. SNR and sum-rate vs. SNR. Three linear precoding
techniques, Matched-Filter (MF) or Conjugated Beamforming (CB), Zero-
Forcing (ZF) and Minimum Mean Squared Error (MMSE), were used for
simulation purposes. We also compare Uniform Power Allocation (UPA) and
Adaptive Power Allocation (APA) with the robust R-APA technique proposed
in this work.

We combined different systems architectures, precoding and power al-
location techniques. When describing an approach we will use the following
notation:

– Architecture + Precoding + Power Allocation

For each category, we have the following models:

– Architecture: CF and MC;

– Precoding: CB, ZF and MMSE;

– Power Allocation: R-APA, APA and UPA.

First of all, we reviewed MIMO transmission in Section 2.5, increasing the
number of Tx and Rx antennas in Fig. 2.12. In this new setup, K=8 and M=16,
initially with only one cell, adding MMSE precoder explained in this chapter.
For math simplicity, the simulation was performed using QPSK modulation,
UPA technique, 1000 packets transmitted and considered Rayleight fading
channel. When the three linear precoder studied in this work are compared,
we clearly see a much better performance in MMSE and ZF designs, where
in very low SNR rates accomplished no more bit errors (achieved 0 BER at 5
dB). We can also highlight that CB stays constant close to 10−3. In all three
schemes, the results are excellent, with rates very close to 0 for very low SNR.
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Figure 3.1: System Performance: One-Cell with K = 8 and M = 16.

To expand the discussion and study MC properties, we used the same
parameters for the algorithms as the simulation above, and introduced more
cells to the system with a 4 cells cluster. We can clearly see how inter-cell
interference and user interference decrease system performance. In Fig. 3.2,
we see the performance of ZF and MMSE precoder have near BER × SNR
evolution, close to 10−1 at 20 dB in this use case. CB outperforms both
precoders until approximately 3 dB, when the other two precoders surpassed
it and achieved better rates until the end of the simulation.

Furthermore, we examined MC systems capacity in terms of Sum Rate
× SNR. In Fig. 3.3, we observed that MC + CB had a constant capacity of
5 bit/Hz/s when we increased the SNR. The performance of MC + MMSE
and MC + ZF were close to 20 bit/Hz/s constantly after 15 dB. At low SNR
values, MC + MMSE had more 5 bit/Hz/s than MC + ZF, in terms of system
capacity.
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Figure 3.2: System Performance: Multi-Cell with C=4, K = 4 and M = 8.

Figure 3.3: System Sum-rate: Multi-Cell with C=4, K = 4 and M = 8.

In the next experiment, we have CF initial analysis, allowing our first
comparison to MC. We considered the same mathematical structure and
parameter as previous simulation, with QPSK modulation and fading discussed
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in the literature review. For complete equality between systems, we make the
discussion over an area of coverage with equal number of users and antennas,
such as:

KCF = CKMC

MCF = CMMC

(3-45)

We notice that the results from Fig. 3.2 and Fig. 3.4 are close to each
other (around 10−1). However, we see a better performance in CF overall,
where MMSE achieved less than 10−1 after 15 dB. We are using the UPA
technique in both cases, for that reason we will not take power allocation into
consideration in this investigation. As mentioned, at very low rates of SNR, in
MC + CB the results are the best until 3dB, then MC + ZF and MC + MMSE
outperforms it with very close conducting among the two. In CF systems, CF
+ MMSE clearly had better BER presentation. CF + ZF and CF + CB had
very similar development. In both study cases, MMSE precoder have a very
good performance in general, outperforming CF + ZF, CF + CB and MC +
CB.

Figure 3.4: System Performance: Cell-Free with K = 16 and M = 32.

We now introduce the power allocation method R-APA developed in
this work and compared its performance to UPA (demonstrated above) and
APA techniques. We also increased the number of transmitting antennas of
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the system, and maintained the number of receiving antennas. In Fig. 3.5, we
noticed that MMSE linear precoder design was the one with best rate among
CB and ZF, as studied before. Adding to that, the iterative APA approach
brings a good enhancement of performance over UPA adjusting matrix N.
Using CSIT imperfection in its system model derivation with R-APA, we can
get even a better improvement after 5 dB. For high SNR values, CF + MMSE
+ R-APA progress were even better.

Figure 3.5: System Performance: Cell-Free with K = 16 and M = 64.

Next, in Fig. 3.6 we observed the Sum-Rate × SNR in CF System with
three linear precoder and three different power allocation techniques. We noted
an increase in the system capacity due to the increment in the number of
Tx antennas. The MMSE precoder had better capacity than CF + CB +
UPA and CF + ZF + UPA since the beginning of the simulation, starting at
10 bits/Hz/s. The simulations for R-APA and APA algorithm used µ=0.25
and 5 iterations. When comparing power allocation techniques in the MMSE
precoder, APA and R-APA approaches constantly increased the outcome when
compared to to UPA for the whole simulation (from 0 to 25 dB).
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Figure 3.6: System Sum-rate: Cell-Free with K = 16 and M = 64.

Then, we observed the results of the MC architecture when we applied
R-APA and APA techniques. First of all, the increment in the number of
transmitting antennas in each cell, boosted the performance of MC + ZF +
UPA and MC + MMSE + UPA when compared to Fig. 3.2. They both arrived
at 10−1 at 10 SNR. In Fig. 3.7, we explored the three types of linear precoders
and three power allocation techniques, similarly to previous analysis. We can
see that MMSE outperforms ZF and MF (which is almost constant) using
UPA. Furthermore, MMSE using APA and R-APA have better results than
MMSE + UPA.
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Figure 3.7: System Performance: Multi-Cell with C=4, K = 4 and M = 16.

Finally, we compared both systems with the best precoding and power
allocation performances. Note that MC outperforms CF for small values of
SNR, however, when the curves get close to 15 dB, CF MMSE + R-APA
achieved better performance.

Figure 3.8: Systems Performance: Multi-Cell with C=4, K=4 and M=16 vs
Cell-Free with K=16 and M=64.
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In this chapter, we have studied linear MMSE precoder calculation
and power allocation techniques (UPA, APA and R-APA) derivation. We
also presented the computational complexity for each method in this work.
Numerical results discussed the development and performance in terms of BER
× SNR and sum-rate characteristics for different setups, assuming the formula:
system architecture + precoder + power allocation.
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4
Conclusion and Future Work

In this work we have investigated some massive MIMO concepts and
applications, along with a vast study of their benefits. The literature review
on the subject involved modulation procedure, signal propagation, channel
information, channel capacity, uplink description, downlink representation,
channel estimation and TDD protocol explanation. Chapter 2 introduces the
comparison for the two MIMO architectural setups:

– Multi-Cell: low backhaul requirements and all users are served by only
one centralized antenna for a specific area.

– Cell-Free: high backhaul requirements and all users are served by all the
distributed antennas simultaneously in the coverage area.

We have also structured each system architecture for the data transmis-
sion and reception with different system models. Even though mathematical
system model implies different channel coefficients values (due to different
number of antennas serving the user in each system), we assume that channel
matrices HT

cf = Hmc = H for mathematical simplification in derivations.
In chapter 3, we considered downlink transmission, presenting three dif-

ferent linear precoding techniques (CB, ZF and MMSE) and three different
power allocation methods (UPA, APA and R-APA). For the innovative power
allocation R-APA proposed in this work, we calculated a mathematical expres-
sion using the MSE cost function, including CSIT imperfections. This expres-
sion was then used in an recursive algorithm to recalculates the power allo-
cation matrix. Along with mathematical derivations cited, we perform some
simulations and analyses in CF and MC systems scenarios.

Numerical results have illustrated the performance of both systems in
terms of BER × SNR with linear precoders and power allocation algorithms
studied. In CF system, MMSE precoder is largely superior when compared to
ZF and CB, using the same power allocation technique (UPA). Applying the
same framework in MC, the performances of MMSE and ZF precoder designs
were similar, however both outperformed CB. APA and R-APA techniques
were employed with the linear MMSE precoder in the systems, achieving even
better results. The robust approach clearly emphasizes how imperfect CSIT
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leads to a decrease in the BER vs. SNR, overcoming all the other power
allocation techniques. Comparing both systems best scheme (CF + MMSE
+ R-APA and MC + MMSE + R-APA), MC has a slight advantage.

The capacity of the systems under study have been evaluated in terms
of Sum-Rate × SNR. In CF and MC, MMSE + UPA is equivalent to ZF +
UPA, however outperformed CB + UPA considerably. We have noticed the
improvement in the overall capacity with the implication of adaptive power
allocation techniques. CF sum-rates curves are much higher than those of MC
after 10 dB. We have also observed that the number of transmit antennas in
each system, alters drastically the capacity.

The computational complexity has also been analyzed in detail for the
proposed power allocation method using typical comparisons in the literature.
We have demonstrated that R-APA has a small complexity when compared to
other techniques.

Finally, MIMO MC systems used in nowadays wireless communication
networks (4G and 5G) have proven their efficiency, achieving high rates
and reasonable system capacity. MIMO CF systems have shown substantial
potential for future wireless technologies, achieving comparable rates to MC
systems and excellent system capacity levels. As future works, we can suggest
the study of CF high mobility systems, since current systems are considered
for scenarios where the mobility of the users are less than 10km/h, due to the
application of the TDD protocol and the coherence time interval [40]. Another
field of work is CF feasibility and scalability. CF has high computational
complexity and fronthaul requirements, when applied to large coverage area
with many users, because data are centralized and processed at the CPU.
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A
Computational Complexity

Note: Consider Ĝ∗ = H and ĜT = HH .

A.1
Precoders

A.1.1
MMSE Precoder

PMMSE = fMMSE√
ρf

(
Ĝ∗ĜT + tr (Cw)

Etr

I
)−1

Ĝ∗N−1 (A-1)

with
fMMSE =

√√√√ Etr

tr
(
P̃CsP̃H

) . (A-2)

P̃Cs → MK2 multiplications +MK (K − 1) additions.

P̃CsP̃H → M2K multiplications +M2 (K − 1) additions.
Etr

tr
(
P̃CsP̃H

) → 1 division + (M − 1) additions.

√√√√ Etr

tr
(
P̃CsP̃H

) → 1 square root

Ĝ∗ĜT → M2K multiplications +M2 (K − 1) additions.
tr (Cw)
Etr

I → 1 division +M2 multiplications + (K − 1) additions.

Ĝ∗ĜT + tr (Cw)
Etr

I → M2 additions.(
Ĝ∗ĜT + tr (Cw)

Etr

I
)−1

→ M2 +M

2 divisions

+ 2M3 + 3M2 − 5M
6 multiplications + 2M3 + 3M2 − 5M

6 additions.(
Ĝ∗ĜT + tr (Cw)

Etr

I
)−1

Ĝ∗ → M2K multiplications

+MK (M − 1) additions.
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N−1 → K2 +K

2 divisions + 2K3 + 3K2 − 5K
6 multiplications

+ 2K3 + 3K2 − 5K
6 additions.(

Ĝ∗ĜT + tr (Cw)
Etr

I
)−1

Ĝ∗N−1 → MK2 multiplications

+MK (K − 1) additions.

fMMSE√
ρf

(
Ĝ∗ĜT + tr (Cw)

Etr

I
)−1

Ĝ∗N−1 → 1 division +MK multiplications

+ 1 square root

Overall Complexity:

Divisions = M2 +M

2 + K2 +K

2 + 3

Multiplications = 2MK2 + 3M2K +M2 + 2M3 + 3M2 − 5M
6

+ 2K3 + 3K2 − 5K
6 +MK

= M3

3 +M2
(

3K + 3
2

)
+M

(
2K2 − 5

6 +K
)

+ 2K3 + 3K2 − 5K
6

Additions = 2MK (K − 1) + 2M2 (K − 1) + (M − 1) + (K − 1) +M2

+ 2M3 + 3M2 − 5M
6 +MK (M − 1) + 2K3 + 3K2 − 5K

6

= M3

3 +M2 (3K − 1/2) +M
(

2K2 − 3K + 1
6

)
+ 2K3 + 3K2 +K

6 − 2

Square Roots = 2

According to the Big O notation, the complexity of the MMSE precoder
is O (M3).

A.1.2
ZF Precoder

PZF =
(
Ĝ∗ĜT

)−1
Ĝ∗ (A-3)

Ĝ∗ĜT → M2K multiplications +M2 (K − 1) additions.(
Ĝ∗ĜT

)−1
→ M2 +M

2 divisions + 2M3 + 3M2 − 5M
6 multiplications

+ 2M3 + 3M2 − 5M
6 additions.(

Ĝ∗ĜT
)−1

Ĝ∗ → M2K multiplications +MK (M − 1) additions.

DBD
PUC-Rio - Certificação Digital Nº 1920852/CA



Appendix A. Computational Complexity 75

Overall Complexity:

Divisions = M2 +M

2

Multiplications = 2M2K + 2M3 + 3M2 − 5M
6

= M3

3 +M2
(

2K + 1
2

)
− 5M

6

Additions = M2 (K − 1) + 2M3 + 3M2 − 5M
6 +MK(M − 1)

= M3

3 +M2
(

2K − 1
2

)
−M

(5
6 +K

)

According to the Big O notation, the complexity of the ZF precoder is
O (M3).

If the matrix inversion lemma, [45], is applied to the MMSE, RMMSE
and ZF precoders, the complexity can decrease from O (M3) to O (K3).

A.1.3
CB Precoder

There is no complexity involved in calculating the CB precoder since it
is just

PCB = Ĝ∗ (A-4)

A.2
Precoders + Power Allocation

A.2.1
MMSE Precoder + Power Allocation

PMMSENMMSE → MK2 multiplications +MK (K − 1) additions

+K square roots.
(A-5)

A.2.2
ZF Precoder + Power Allocation

PZFNZF → MK2 multiplications +MK (K − 1) additions

+K square roots.
(A-6)
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A.2.3
CB Precoder + Power Allocation

PCB ⊙ NCB = Ĝ∗ ⊙ NCB → MK multiplications +MK square roots. (A-7)

A.3
SINR Computation

MMSE Precoder

SINRk,MMSE = ρfηkψk

σ2
w + ρf

∑K
i=1,i ̸=k ηiϕk,i + ρf

∑K
i=1 ηiγk,i

, (A-8)

ψk = E
[
pH

k ĝ∗
kĝT

k pk

]
ĝ∗

kĝT
k → M2 multiplications.

pH
k ĝ∗

kĝT
k → M2 multiplications +M (M − 1) additions.

pH
k ĝ∗

kĝT
k pk → M multiplications + (M − 1) additions.

Multiplications = 2M2 +M.

Additions = (M − 1) (M + 1)

= M2 − 1.

(A-9)

ϕk,i = E
[
pH

i ĝ∗
kĝT

k pi

]
, i ̸= k, i = 1, . . . , K.

ĝ∗
kĝT

k → M2 multiplications.

pH
i ĝ∗

kĝT
k → M2 (K − 1) multiplications +M (M − 1) (K − 1) additions.

pH
i ĝ∗

kĝT
k pi → M (K − 1) multiplications + (M − 1) (K − 1) additions.

Multiplications = M2 +M2 (K − 1) +M (K − 1)

= M2K +M (K − 1)

Additions = M (M − 1) (K − 1) + (M − 1) (K − 1)

= M2 (K − 1) −K + 1
(A-10)
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γk = diag
{
E
[
PH

MMSEE
[
g̃∗

kg̃T
k

]
PMMSE

]}
ĝ∗

kĝT
k → M2 multiplications.

PH
MMSEE

[
g̃∗

kg̃T
k

]
→ M2K multiplications +MK (M − 1) additions.

PH
MMSEE

[
g̃∗

kg̃T
k

]
PMMSE → MK2 multiplications +K2 (M − 1) additions.

Multiplications = M2 +M2K +MK2

= M2 (K + 1) +MK2

Additions = MK (M − 1) +K2 (M − 1)

= M2K +M
(
K2 −K

)
−K2

(A-11)

SINRk,MMSE = ρfηkψk

σ2
w + ρf

∑K
i=1,i ̸=k ηiϕk,i + ρf

∑K
i=1 ηiγk,i

ρfηkψk → 2 multiplications.

ρf

K∑
i=1,i ̸=k

ηiϕk,i → K multiplications +K − 2 additions.

ρf

K∑
i=1

ηiγk,i → K + 1 multiplications +K − 1 additions.

σ2
w + ρf

K∑
i=1,i ̸=k

ηiϕk,i + ρf

K∑
i=1

ηiγk,i → 2 additions.

Divisions = 1

Multiplications = 2K + 3

Additions = 2K − 1

(A-12)

Overall Complexity:

Divisions = 1

Multiplications = 2M2 +M +M2K +M (K − 1) +M2 (K + 1)

+MK2 + 2K + 3

= M2 (2K + 3) +M
(
K2 +K

)
+ 2K + 3

Additions = M2 − 1 +M2 (K − 1) −K + 1 +M2K +M
(
K2 −K

)
−K2 + 2K − 1

= M2 (2K) +M
(
K2 −K

)
−K2 +K + 1

(A-13)

Given that SINRk,MMSE, for k = 1, . . . , K, the complexity of the SINR com-
putation for the MMSE precoder is O (M2K2).

DBD
PUC-Rio - Certificação Digital Nº 1920852/CA



Appendix A. Computational Complexity 78

A.3.1
ZF Precoder

SINRk,ZF = ρfηk

σ2
w + ρf

∑K
i=1 ηiγk,i

, (A-14)

γk = diag
{
E
[
PH

ZFE
[
g̃∗

kg̃T
k

]
PZF

]}
E
[
g̃∗

kg̃T
k

]
→ M2 multiplications.

PH
ZFE

[
g̃∗

kg̃T
k

]
→ M2K multiplications +MK (M − 1) additions.

PH
ZFE

[
g̃∗

kg̃T
k

]
PZF → MK2 multiplications +K2 (M − 1) additions.

Multiplications = M2 +M2K +MK2

= M2 (K + 1) +MK2

Additions = MK (M − 1) +K2 (M − 1)

= M2K +M
(
K2 −K

)
−K2

(A-15)

SINRk,ZF = ρfηk

σ2
w + ρf

∑K
i=1 ηiγk,i

ρfηk → 1 multiplications.

ρf

K∑
i=1

ηiγk,i → K + 1 multiplications +K − 1 additions.

σ2
w + ρf

K∑
i=1

ηiγk,i → 1 additions.

Divisions = 1

Multiplications = K + 2

Additions = K

(A-16)

Overall Complexity:

Divisions = 1

Multiplications = M2 (K + 1) +MK2 +K + 2

Additions = M2K +M
(
K2 −K

)
−K2 +K

(A-17)

Given that SINRk,ZF, for k = 1, . . . , K, the complexity of the SINR
computation for the ZF precoder is O (M2K2).
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A.3.2
CB Precoder

SINRk,CB =
ρf

(∑M
m=1

√
ηmkαmk

)2

σ2
w + ρf

∑K
i=1

∑M
m=1 ηmiβmkαmi

, (A-18)

M∑
m=1

√
ηmkαmk → M multiplications + (M − 1) additions +M square roots.

ρf

(
M∑

m=1

√
ηmkαmk

)2

→ 2 multiplications.

σ2
w + ρf

K∑
i=1

M∑
m=1

ηmiβmkαmi → (2MK + 1) multiplications

+ (M − 1) (K − 1) + 1 additions.
(A-19)

Overall Complexity:

Divisions = 1

Multiplications = M + 2 + 2MK + 1

= M (2K + 1) + 3

Additions = M − 1 + (M − 1) (K − 1) + 1

= MK −K + 1

Square Roots = M

(A-20)

Given that SINRk,CB, for k = 1, . . . , K, the complexity of the SINR
computation for the CB precoder is O (MK2).

A.4
Power Allocation

A.4.1
APA Algorithm

N[i+ 1] = N[i] − µ
(
−f−1√ρfPHĜ∗Cs + f−2ρfPHĜ∗ĜT PN[i]Cs

)
(A-21)
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PHĜ∗ → MK2 multiplications +K2 (M − 1) additions.

PHĜ∗Cs → K3 multiplications +K2(K − 1) additions.

f−1√ρf → 1 division + 1 square root.

f−1√ρfPHĜ∗Cs → K2 multiplications.

PHĜ∗ĜT → MK2 multiplications +MK (K − 1) additions.

PHĜ∗ĜT P → MK2 multiplications +K2(M − 1) additions.

PHĜ∗ĜT PN[i] → K3 multiplication +K2 (K − 1) additions.

PHĜ∗ĜT PN[i]Cs → K3 multiplications +K2 (K − 1) additions.

f−2ρf → 1 division + 1 multiplication.

f−2ρfPHĜ∗ĜT PN[i]Cs → K2 multiplications.

− f−1√ρfPHĜ∗Cs + f−2ρfPHĜ∗ĜT PN[i]Cs → K2 additions.

N[i] − µ
(
−f−1√ρfPHĜ∗Cs + f−2ρfPHĜ∗ĜT PN[i]Cs

)
→ K2 multiplications +K2 additions.

(A-22)

Overall Complexity:

Divisions = 2

Multiplications = TAPA
(
MK2 +K3 +K2 +MK2 +MK2 +K3 +K3 + 1 +K2 +K2

)
= TAPA

(
3MK2 + 3K3 + 3K2 + 1

)
Additions = TAPA

(
K2 (M − 1) +K2 (K − 1) +MK (K − 1) +K2 (M − 1)

+K2 (K − 1) +K2 (K − 1) +K2 +K2
)

= TAPA
(
M
(
3K2 −K

)
+ 3K3 − 3K2

)
Square Roots = TAPA (1)

(A-23)

According to the Big O notation, the complexity of the APA algorithm
is O (TAPAMK2).

A.4.2
UPA Algorithm

ηk = 1/
(

max
m

K∑
i=1

δmi

)
, k = 1, . . . , K,

δm = diag
{
E
[
pT

mp∗
m

]}
, for m = 1, . . . ,M.

(A-24)
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diag
{
E
[
pT

mp∗
m

]}
→ MK2 multiplications.

K∑
i=1

δmi → M (K − 1) additions.

max
m

K∑
i=1

δmi → M

1/
(

max
m

K∑
i=1

δmi

)
→ 1 division.

(A-25)

Overall Complexity:

Divisions = 1

Multiplications = MK2

Additions = M (K − 1)

Sorting = M

(A-26)

According to the Big O notation, the complexity of the UPA algorithm
is O (MK2).
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