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Abstract

Serpa de Carvalho Rego, Artur; Navarro Correia Siqueira, Rogério (Ad-
visor); Fernandes Magalhães de Souza, Rodrigo (Co-Advisor). Kinetic
study on thermal decomposition of sulfates: TGA experiments
and modelling. Rio de Janeiro, 2022. 116p. Tese de Doutorado – Depar-
tamento de Engenharia Química e de Materiais, Pontifícia Universidade
Católica do Rio de Janeiro.

The interest over of the decomposition of sulfates has increased due
to its capacity of generating clean H2 through the thermochemical cycles.
Understanding the decomposition mechanism is relevant to future industrial
design and applications. Moreover, the modeling of these processes gives the
information needed to know how much energy is required for the occurrence
of the reactions. Among the different reaction systems, it is observed a
range of complexity, with the presence of intermediate phases, and multiple
consecutive or simultaneous reactions. Therefore, the present work proposed
to develop a modeling methodology for the thermal decomposition of sulfates
systems with different complexity levels: aluminum sulfate, potassium alum,
mixture of aluminum sulfate and potassium sulfate, zinc sulfate, and iron (II)
sulfate. The experiments were performed using thermogravimetric analysis
(TGA) to understand the decomposition stages and use the data in the
modeling step. The developed model consisted of a system of differential
equations to describe every reaction taking place in the decomposition. The
kinetic parameters estimation was made by using particle swarm optimization.
The results indicate that potassium sulfate catalyzes the decomposition of
aluminum sulfate. In the case of zinc, the desulfation of anhydrous zinc sulfate
occurs in two stages, with the presence zinc oxysulfate as an intermediate
phase. Iron (II) sulfate also shows a complex decomposition system, as it
first decomposes into iron (III) sulfate before it is completely converted into
hematite. All the modeling results displayed an excellent agreement with the
experimental data, with R2 values above 0.98 for all cases.

Keywords
Metal sulfates; Modeling; Particle swarm optimization; Kinetics;

Thermal decomposition.
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Resumo

Serpa de Carvalho Rego, Artur; Navarro Correia Siqueira, Rogério; Fer-
nandes Magalhães de Souza, Rodrigo. Estudo cinético da decompo-
sição térmica de sulfatos: experimentos de TG e modelagem.
Rio de Janeiro, 2022. 116p. Tese de Doutorado – Departamento de Enge-
nharia Química e de Materiais, Pontifícia Universidade Católica do Rio
de Janeiro.

A decomposição de sulfatos vem ganhando notoriedade pela sua capa-
cidade de geração limpa de H2 através dos ciclos termoquímicos. O entendi-
mento do mecanismo de decomposição é relevante para futuros planejamentos
em aplicações industriais. Além disso, a modelagem desses processos permite
obter informações acerca da energia requerida para que os mesmos ocorram.
Dentre os diferentes sistemas de reações de decomposição, observa-se que al-
guns deles são mais complexos do que outros, envolvendo a presença de fases
intermediárias e múltiplas reações consecutivas ou simultâneas. Portanto, o
presente trabalho se propõe a desenvolver uma metodologia para a modela-
gem da decomposição térmica de sistemas reacionais com diferentes níveis de
complexidade: sulfato de alumínio, alúmen de potássio, mistura de sulfatos de
alumínio e potássio, sulfato de zinco e sulfato de ferro (II). Os experimentos
foram realizados utilizando análise termogravimétrica (TG) para ter o enten-
dimento dos diferentes estágios de decomposição, utilizando os dados obtidos
na etapa de modelagem. O modelo envolveu o uso de um conjunto de equações
diferenciais para representar cada uma das reações que ocorrem na decompo-
sição. A estimação dos parâmetros cinéticos feita pelo método de otimização
por enxame de partículas. Os resultados indicaram que sistemas envolvendo
a decomposição do sulfato de alumínio são catalisados na presença de sulfato
de potássio. No caso do zinco, a dessulfatação do sulfato anidro ocorre em
duas etapas, com a presença de um oxissulfato como uma fase intermediá-
ria. O sulfato de ferro (II) também apresenta uma decomposição complexa ao
passar pela fase de sulfato de ferro (III) antes de ser completamento conver-
tido em hematita. Todas as modelagens mostraram excelente ajuste aos dados
experimentais, com R2 acima de 0.98 em todos os casos.

Palavras-chave
Sulfatos metálicos; Modelagem; Otimização por enxame de partículas;

Cinética; Decomposição térmica.
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1
Introduction

Fossil fuels are the main source of energy production, constituted in
the burn of coal, natural gas, and oil. The fact that these materials are
not renewable represent a problem in a long-term period, as the sources are
naturally finite, and the demand tends to grow over the rise of the world’s
population.1 Furthermore, the concern over the consequences of using fossil
fuels has increased since the end of 20th century. The main product of burning
fossil fuels is the greenhouse effects gases, and its continuous use is now
causing climate changes, such as Earth temperature and ocean-level rise, and
uncommon climate events occurring more frequently.2–4

Therefore, the development of new technologies that allow the use of a
different energy-matrix is required. Hydrogen (H2) seems like a viable route,
as there are different ways of producing it and its consumption to produce en-
ergy represents a clean process, as shown in Equation 1-1. There are different
ways of obtaining H2, such as water electrolysis,5,6 steam reforming,7–9 pho-
tocatalysis,10 and thermochemical cycles.11–13 Among the presented processes
for hydrogen production, the thermochemical water-splitting cycles has gained
some recognition as it represents a sustainable and environmentally friendly
route.14

H2(g) + 1
2 O2(g) −−→ H2O(g) (1-1)

In the case of most metal sulfates, the cycle contemplates the decomposi-
tion of those compounds into their respective oxides and further regeneration
back to the sulfate form. The generic mechanism involved in this process is
displayed in Equations 1-2 and 1-3. The water-splitting cycle is represented
in Equation 1-4, and is noted as the global reaction. The whole process is
subjected to the temperature in which the metal sulfate decomposes into the
oxide. Therefore, if the sulfate is stable in wide temperature range, such as
the CaSO4,15,16 the process becomes inefficient as it requires more energy to
generate the desired H2.

MSO4 −−→ MO + SO2(g) + 1
2 O2(g) (1-2)

MO + SO2(g) + H2O(g) −−→ MSO4 + H2(g) (1-3)

H2O(g) −−→ H2(g) + 1
2 O2(g) (1-4)

Bhosale and contributors17–20 have performed a series of studies over the
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Chapter 1. Introduction 15

viability of using different sulfates to generate hydrogen using the thermo-
chemical water-splitting cycles. Moreover, more contributions can be made to
enhance the process, such as reducing the decomposition temperature of the
sulfates using different atmosphere compositions21,22 or testing different mate-
rials that can be used as catalysts.14,23

Besides knowing the thermochemical viability, it is important to have an
understanding over the thermal decomposition mechanisms and its kinetics.
The thermal decomposition of sulfates have been addressed in an immense
amount of works, studying different variables, such as sample size,24,25 at-
mosphere composition,21,22,25 and using additives.14,24,26,27 These studies are
essential to understand all that involves the decomposition reaction, and also
to try to achieve better conditions in which the process can take place. More-
over, the modeling of those processes is also important, as they can numerically
describe the kinetic parameters of interest, mainly the activation energy (Ea).

Different modeling techniques can be approached to verify the parame-
ters. For isothermal studies, the Arrhenius plot can be used to determine the
activation energy and the pre-exponential factor (k0) values.28–30 In dynamic
heating situations, other methods can be used, such as the model-free equa-
tions. In this case, different models are assumed depending on the controlling
step of the studied process. Thus, a series of different equations are used and
the one that displays the best fitting is the chosen one. This type of modeling
has been widely used in the literature.31–35

The graphical technique is also applicable in dynamic heating rate as
showed by Vachuška and Vobořil.36 In this case, the ordinary differential
equation (ODE) is manipulated to yield an equation that can determine
the kinetic parameters using its angular and linear coefficients. However,
their applicability is limited to cases in which the mechanism is simple,
usually involving one decomposition step, or when the multiple steps are well-
segmented. Therefore, some modifications are required to use such models. By
using the ODE (or system of ODEs), it is possible to better describe the model
itself, requiring only a method can estimate the kinetic parameters present in
the equations.

Similar to the modeling technique, there are different ways to estimate
the kinetic parameters, usually being divided into two groups, the deterministic
ones, such as Newton Method and the stochastic ones, such as particle swarm
optimization (PSO). The first is normally based on the derivatives of the
functions involved in the problem. On the other hand, the stochastic ones take a
more statistical approach in the estimation process. Both types of techniques
have one common goal, which is to minimize the objective function of the
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Chapter 1. Introduction 16

problem.
In the present work, the thermal decomposition of different metal sulfates

(potassium alum, zinc sulfate, and iron (II) sulfate) were performed using a
thermogravimetric balance using different heating rates in inert atmosphere
(N2). Thermodynamic simulation were performed to understand the possible
scenarios involving the reaction mechanisms. A different model was developed
for each sulfate studied as each one presented its unique mechanism. As for
the estimation of all the kinetic parameters, the PSO technique was used to
minimize the objective function.
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2
Objectives

2.1
Main goal

Evaluate the thermal decomposition of potassium alum dodecahydrate
(KAl(SO4)2 · 12 H2O), zinc sulfate heptahydrate (ZnSO4 · 7 H2O), and iron
(II) sulfate heptahydrate (FeSO4 · 7 H2O) using a thermogravimetric balance.
Moreover, develop a model capable of describing the listed scenarios, and
estimate the kinetic parameters of the decomposition reactions using particle
swarm optimization.

2.2
Specific goals

– Perform the thermal decomposition of the different sulfates in a thermo-
gravimetric balance using different heating rates in inert atmosphere;

– Run thermodynamic simulations of the equilibrium composition of the
different reaction systems;

– Develop a kinetic model to describe the thermal decomposition systems;

– Estimate the kinetic parameters of the models using particle swarm
optimization;
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3
Literature review

3.1
Potassium alum

Potassium alum is a double salt (K2SO4 and Al2(SO4)3) commonly found
in its dodecahydrate form (KAl(SO4)2 · 12 H2O), a white colored compound.37

As the hydrated potassium is heated, the structure ’loses’ nine water molecules,
yielding the potassium alum trihydrate (KAl(SO4)2 · 3 H2O). The further heat-
ing leads to the anhydrous compound, which decomposes into potassium sul-
fate (K2SO4) and aluminum oxide (Al2O3). The reaction steps of the dehydra-
tion process can be seen in Equations 3-1 and 3-2.

KAl(SO4)2 · 12 H2O ∆−−−→70 ◦C KAl(SO4)2 · 3 H2O + 9 H2O(g) (3-1)

KAl(SO4)2 · 3 H2O ∆−−−−→230 ◦C KAl(SO4)2 + 3 H2O(g) (3-2)
Kishimura, Imasu and Matsumoto38 studied the dehydration of potas-

sium alum using Raman spectroscopy and XRD analysis, concluded that
it is a complex process that takes place in several stages. The number
of steps in which the dehydration process occurs diverges among the au-
thors that studied the thermal decomposition of KAl(SO4)2 · 12 H2O using
TGA/DTA.21,26,35,39–44 Souza et al.,21 and Meshram, Gautam and Singh44 re-
ported that there the dehydration process occurs in four different steps instead
of two. Wojciechowska, Wojciechowski and Kamiński35 reported that the de-
hydration takes place in three different stages.

The reaction steps of the decomposition of potassium alum is not
completely investigated. Based on the TGA/DTA curves from the literature
studies, there is only one drop in the curve, indicating that the process occurs
with only one decomposition stage, resulting in aluminum oxide and potassium
sulfate,26,35,40,41 as seen in Equation 3-3.

2 KAl(SO4)2
∆−−→ Al2O3 + K2SO4 + 3 SO2(g) + 3

2 O2(g) (3-3)
However, as potassium alum is a complex salt, the decomposition reaction

steps could be more elaborated than the one described above. Souza et al.21

performed the decomposition in both inert and reductive atmospheres and
identified an intermediate compound in their XRD analysis, K3H(SO4)2. The
presence of this compound could be an indication that the real decomposition
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Chapter 3. Literature review 19

reaction steps involves reactions without weight loss, which not be identified
using TGA/DTA.

The presence of K3H(SO4)2 was observed in other works, usually associ-
ated with potassium sulfate (K2SO4) and potassium bissulfate (KHSO4).45–47

Vries and Gellings48 performed a careful study concerning the thermal de-
composition of different potassium-bearing compounds (KHSO4, K2S2O7,
K2S2O8). By using TGA and XRD, the authors concluded that the decompo-
sition of KHSO4 into K2SO4 occur in finite steps, with the presence of another
intermediate compound (K2SO5), according to Equations 3-4, 3-5 and 3-6.

2 KHSO4
∆−−→ K2S2O7 + H2O(g) (3-4)

K2S2O7
∆−−→ K2SO5 + SO2(g) (3-5)

K2SO5
∆−−→ K2SO4 + 1

2 O2(g) (3-6)
Aside from potassium, the complex salt also has the presence of alu-

minum. The reaction steps of the decomposition of Al2(SO4)3 was already
studied in a number of works.26,28,31,40,49,50 The reaction takes place in only
one step, corresponding to the formation of aluminum oxide (Al2O3), as seen
in Equation 3-7. A noticeable interaction between aluminum sulfate and potas-
sium sulfate was reported by Apte, Kiran and Chernosky.26 The authors ob-
served that the decomposition temperature of aluminum sulfate was reduced in
the presence of potassium sulfate, possibly with the latter having a catalytic
effect in the decomposition of Al2(SO4)3. This behavior can be seen in the
TGA curves, as the anhydrous potassium alum begins to decompose around
650 ◦C, whereas anhydrous aluminum sulfate begins to decompose almost 100
◦C higher, indicating that K2SO4 indeed has an impact in decomposition of
Al2(SO4)3.

Al2(SO4)3
∆−−→ Al2O3 + 3 SO3(g) (3-7)

3.1.1
Kinetic studies

There is a variety of kinetic studies regarding the decomposition of
potassium alum. Most of the authors used TGA under isothermal or dynamic
conditions to determine the decomposition temperatures and perform the
kinetic modeling. Moreover, the atmosphere conditions also present some
variation, with authors using oxidative (air), inert and vacuum conditions.
In the case of potassium alum, some authors also performed thermal studies
with other aluminum and potassium bearing species to make comparisons.
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Pysiak and Glinka41,42 reported a study in two parts concerning the ther-
mal decomposition of basic aluminum potassium sulfate (K[Al3(OH)6][SO4]2).
The first part of the work proposed to identify the different decomposition
stages, concluding that the decomposition takes place in three different stages.
The first (200 - 400 ◦C) and second (400 - 600 ◦C) ones represent the com-
plete dehydration of basic aluminum potassium sulfate, yielding potassium
alum. The third and final stage (600 - 950 ◦C) represents the desulfation of
KAl(SO4)2 into potassium sulfate and aluminum oxide.

The second part of their work concerned the kinetics of the reaction.
Each stage was studied in isothermal and isobaric (10-3 hPa) conditions. The
modeling was divided into the dehydration and the desulfation processes. The
first one was better described using the Kolmogorov-Erofeev-Avrami, with
activation energies of 139.5 kJ.mol-1 for the first stage of dehydration and
200.5 kJ.mol-1 in the second dehydration step. The desulfation process was
better described by the Bronstein-Ginstling model, with an activation energy
of 215.9 kJ.mol-1.

Wojciechowska, Wojciechowski and Kamiński35 studied the thermal de-
composition of ammonium and potassium alums using TGA under air and
inert (argon) atmospheres at a heating rate of 3.5 ◦C.min-1. At temperatures
above 750 ◦C, it was observed the formation of K2SO4, Al2O3 and SO3 as the
products of the decomposition of potassium alum, observing a small difference
in the starting decomposition temperature depending on the composition of
the atmosphere. The authors used model-free equations for the kinetic model-
ing of the process resulting in activation energies values of 180 kJ.mol-1 in air
atmosphere and 172 kJ.mol-1 in inert atmosphere.

Küçük and contributors32,51 studied the thermal decomposition of alunite
ore (KAl3(SO4)2(OH)6). In their first study, it was determined that the first
step in the decomposition of the ore (around 500 ◦C) resulted in anhydrous
potassium alum and amorphous Al2O3. Around 700 ◦C, the XRD peaks
correspondent to KAl(SO4)2 disappeared and the formation of potassium
aluminum sulfate (K3Al(SO4)3) and aluminum sulfate were observed, which
are further decomposed into K2SO4 and Al2(SO4)3. These second and third
decomposition steps, shown in Equations 3-8 and 3-9, are not simply detected
in TGA, as they do not have any weight loss involved in whole process.

2 KAl(SO4)2
∆−−→ 2

3 K3Al(SO4)3 + 2
3 Al2(SO4)3 (3-8)

2
3 K3Al(SO4)3

∆−−→ K2SO4 + 1
3 Al2(SO4)3 (3-9)

In a later study,32 the kinetic data regarding the decomposition of
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alunite ore was addressed. The TG experiments were performed under air
atmosphere at different heating rates (5 – 20 ◦C.min-1). The reaction steps
of the decomposition is the same one as seen in their previous study51

(Equations 3-8 and 3-9). The kinetic modeling method chosen were Ozawa
and KAS, reaching similar results in both ones. For a conversion degree of
0.1, the activation energies observed were 226.3 kJ.mol-1 (Ozawa) and 220.7
kJ.mol-1 (KAS), and for a conversion degree of 0.8, the values were 320.3
kJ.mol-1 (Ozawa) and 328.6 kJ.mol-1 (KAS).

Apte and contributors26,31 studied the decomposition of aluminum sul-
fate, potassium alum, alunite, and ammonium alum using TGA in inert at-
mosphere (60 L.min-1) at a heating rate of 20 ◦C.min-1. The authors reported
that up to 300 ◦C, potassium alum completely dehydrates, and further decom-
poses into Al2O3, K2SO4, and SO3. Aluminum sulfate dehydrates completely
at 400 ◦C and later decomposes into Al2O3 and SO3 at 750 ◦C. The TGA and
DTA curves indicate that the presence of K2SO4 contributes to the reaction
by lowering the temperature of the decomposition of Al2(SO4)3, noticed by the
decomposition temperature mentioned earlier.

The kinetic modeling was performed only for aluminum sulfate using
different model-free equations. As expected, the activation energy values
showed great variation depending on the reaction steps. Apte et al.31 reported
that the thermal decomposition of Al2(SO4)3 was better described in the
contracting disc with an activation energy of 235 kJ.mol-1.

Papazian, Pizzolato and Orrell49 studied the thermal decomposition of
aluminum sulfate using dynamic TGA (15 ◦C.min-1) under air atmosphere
and vacuum (2 × 10-6 torr). In both conditions, the dehydration is complete at
400 ◦C and the decomposition is complete in temperatures higher than 920 ◦C.
The authors did not observe the presence of SO3 under vacuum condition. The
modeling is not specified clearly, only indicating the equation used in the work.
The kinetic results indicate that the atmosphere condition has a significant
impact in the decomposition process. The reaction was found as first-order
under air atmosphere and second-order in vacuum. Regarding the activation
energy, the authors reported that the values coincide at 398 kJ.mol-1 in the
temperature range of 770 - 880 ◦C. For higher temperatures, the activation
energy of the decomposition of Al2(SO4)3 was 120 kJ.mol-1 in air atmosphere
and 95.8 kJ.mol-1 in vacuum.

Chou and Soong28 performed studies on the thermal decomposition
of aluminum sulfate using TGA (air atmosphere) in dynamic and static
conditions. The authors used model-free equations and Arrhenius plot to
calculate the activation energy of the reaction. The isothermal runs indicated
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an activation energy of 482 kJ.mol-1, a value higher than presented by previous
authors.49,52,53 However, the difference could be related to experimental design
and conditions used in each work. In the dynamic studies, different sample sizes
and heating rates were tested. The results indicate a decrease of the activation
energy as the heating is increased and, by extrapolating to a zero heating rate,
the authors reached a result that matched the same values as the isothermal
runs. The change in the sample sizes also impacted the activation energy, as the
weight increases, the activation energy decreases, as the geometries change in
the crucible and the mass and heat transfer effects are affected by the quantity
of reactant.

3.2
Zinc sulfate

Zinc sulfate is a salt very soluble in water that has different hydrate
forms (mono-, di, tetra-, hexa-, and heptahydrate).54 The dehydration process
of zinc sulfate heptahydrate (ZnSO4 · 7 H2O) takes place in different steps.
At first, around 40 ◦C, the structure ’loses’ one water molecule, yielding the
hexahydrate form (ZnSO4 · 6 H2O). Around 100 ◦C, ZnSO4 · H2O becomes the
stable phase. The anhydrous salt is obtained in temperatures close to 250 ◦C.
The reactions of the different dehydration steps can be seen in Equations 3-10,
3-11, and 3-12.

ZnSO4 · 7 H2O ∆−−−→40 ◦C ZnSO4 · 6 H2O + H2O(g) (3-10)

ZnSO4 · 6 H2O ∆−−−−→100 ◦C ZnSO4 · H2O + 5 H2O(g) (3-11)

ZnSO4 · H2O ∆−−−−→250 ◦C ZnSO4 + H2O(g) (3-12)
Some authors24,34,55 studied the thermal decomposition of zinc sulfate

heptahydrate, showing that the dehydration mechanism occurs in three differ-
ent steps. However, the starting material in the work of Mu and Perlmutter24

consisted in a mixture of zinc hepta- and tetra- hydrates, leading to a slightly
different results when comparing with the other authors.34,55

Upon further heating, the anhydrous zinc sulfate decomposes into zinc
oxide. This step was thoroughly by many works, as the desulfation process does
not occur in one direct step, but rather with the presence of an intermediate
phase (ZnO · 2 ZnSO4).25,56–60 The reaction steps in which the decomposition
of anhydrous zinc sulfate takes place is well-established in the literature, as
seen in Equations 3-13 and 3-14.

ZnSO4
∆−−→ 1

3 ZnO · 2 ZnSO4 + 1
3 SO3(g) (3-13)
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1
3 ZnO · 2 ZnSO4

∆−−→ ZnO + 2
3 SO3(g) (3-14)

The conditions in which the experiments take place have a direct impact
in the decomposition temperature. This was extensively addressed in the work
of Narayan, Tabatabaie-Raissi and Antal,25 which performed their experiments
using different variables: atmosphere composition (helium and air), hydration
degree (heptahydrate and anhydrous), sample mass, and boat material (plat-
inum, quartz, and ceramic). The results indicate that the use of platinum boats
as sample holder led to a catalytic effect in the decomposition, reducing the
temperature in which the sample degrades, but still using the same reaction
steps already displayed. Soto-Díaz et al.23 observed a similar behavior when
using Pd catalysts.

Moreover, the atmosphere also had an impact, as the SO3 dissociates
into SO2 and O2, the flow of air delays the dissociation of SO3, and shifts
the decomposition of zinc sulfate to higher temperatures. This result was also
observed in the work of Tagawa58 using different metal sulfates. On the other
hand, Mu and Perlmutter24 pointed out in their studies that the atmosphere
composition had no impact in the decomposition temperature, but did not
report the temperatures of their studies in air atmosphere.

3.2.1
Kinetic studies

Similar to potassium alum, there are many kinetic studies regarding the
thermal decomposition of zinc sulfate. On the other hand, the presence of the
intermediate phase (ZnO · 2 ZnSO4) between the decomposition of ZnSO4 and
formation of ZnO makes it challenging to properly model the decomposition
process. The experimental conditions used also present variations, such as
different atmospheres, isothermal or dynamic heating runs in TGA. Moreover,
some authors chose to study the decomposition of ZnSO4 and ZnO · 2 ZnSO4

separately, synthesizing the latter.
Aside from the difference in the experimental conditions, the modeling

techniques used also showed some differences. The graphical methods are influ-
enced as the desulfation reactions occurs in two separate steps (Equations 3-13
and 3-14), therefore perform the segmentation can be somewhat troublesome
when using higher heating rates. In the case of the isothermal studies, the
challenge is to identify the change in the slope caused by the formation of
ZnO · 2 ZnSO4 and its further decomposition.

In the work of Ingraham and Marier,29 the were used cylindrical pellets
of ZnSO4 and ZnO.ZnSO4 to study the processes separately, using dynamic
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heating in the temperature of 500 ◦C to 900 ◦C, with nitrogen as the carrier
gas. They identified two different phases of ZnSO4 (α − ZnSO4 and β −
ZnSO4), transitioning around 755 ◦C. The activation energies were determined
using linear Arrhenius plot, yielding 209 kJ.mol-1 and 242.4 kJ.mol-1 for the
decomposition of β − ZnSO4 and ZnO · 2 ZnSO4, respectively.

Tagawa and Saijo59 also used cylindrical pellets of different sulfates
to evaluate their kinetics, but using isothermal runs in inert atmosphere.
The authors identified the ZnO · 2 ZnSO4 using XRD analysis. The reported
activation energies for the decomposition of zinc sulfate and zinc sulfate were
238.1 kJ.mol-1 and 274.8 kJ.mol-1, respectively.

Ibanez et al.56 performed their tests using an isothermal balance in
temperatures between 900 ◦C and 980 ◦C. The authors used samples of pure
zinc sulfate and pure zinc oxysulfate to evaluate the activation energy. In their
studies using pure ZnSO4, the change in the slope is noticeable in conversion
versus time plots around 33 % of conversion. However, as the temperature of
the experiment increased, the change in the slope becomes imperceptible. As
expected, the runs with pure ZnO · 2 ZnSO4 did not present any change in slope
throughout the extension of the experiment. The authors determined 305.9
kJ.mol-1 and 318.9 kJ.mol-1 as the activation energies for the decomposition
of zinc sulfate and zinc oxysulfate, respectively. The Law of Nuclei Formation
was used to describe the process.

Narayan, Tabatabaie-Raissi and Antal25 performed a meticulous study
evaluating four different variables that could impact the kinetics of zinc sulfate
thermal decomposition: sample size, water of hydration, boat material, and
carrier gas. The decrease in the sample size (24 mg to 16 mg) shifted the
temperature to lower regions by about 20 ◦C. This result is disagrees with
the one reported by Mu and Perlmutter,24 whose stated that no difference
in the decomposition temperature was noted when changing the sample size.
However, Mu and Perlmutter24 did not present any numerical or graphical
representation to support this result. The increase in the amount of reactant
used in the experiments lead to changes in the heat and mass transfer, which
may compromise the results.25,56,57

The kinetic results were obtained using the Friedman equation combined
with a nonlinear least-squared algorithm to determine the kinetic parameters
in the different conditions evaluated. The activation energy for the thermal
decomposition of ZnSO4 ranged from 227 kJ.mol-1 to 298 kJ.mol-1, with the
lowest value corresponding to the use of a platinum boat, which is accounted
to a catalytic effect. The activation energies of the thermal decomposition of
ZnO · 2 ZnSO4 varied from 252 kJ.mol-1 to 315 kJ.mol-1. In the matter of the
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reaction order, the authors reported that the thermal decomposition of zinc
sulfate had an overall apparent order equal to unity, whereas the apparent
reaction order of the thermal decomposition of zinc oxysulfate is equal to
zero.25

The work of Mu and Perlmutter24 evaluated the thermal decomposition
of various metal sulfates, testing the effect of different additives, such as
carbon, different oxides and salts. The decomposition temperature decreased
in all cases in which any additive was involved. The authors also reported
an activation energy of 351.4 kJ.mol-1 and a reaction order of 2

3 for the
decomposition of anhydrous zinc sulfate.

The difficulty of modeling a more complex system is shown in the work of
Straszko, Olszak-Humienik and Mozejko.34 The authors used different model-
free equations to obtain the activation energies of each step in the thermal
decomposition (dehydration and desulfation) showed in Equations 3-10 to
3-14. A requirement to determine the kinetic parameters is to segment all
the reactions in the TGA curve, which can be difficult as it is uncertain
to define exactly when one reaction stopped and another one has started.
The results indicate that the decomposition of ZnSO4 is controlled by random
nucleation model with an activation energy 261 kJ.mol-1. The decomposition
of zinc oxysulfate is controlled either by three-dimensional diffusion model or
contracting volume model, with activation energies of 1100 kJ.mol-1 and 530
kJ.mol-1, respectively.

More recently, Kurban et al.61 used a graphical method to model the
decomposition of zinc sulfate with and without a Pd catalyst. The authors
concluded that the reaction takes place in a single-step reaction, a behavior
also observed in the work of Narayan, Tabatabaie-Raissi and Antal25 when
using platinum boats. The work findings show the complexity in segmenting
the different reactions, as it is needed to use a graphical approach. The
activation energies determined in the absence of the Pd catalyst were 238 and
368 kJ.mol−1 for the decomposition of ZnSO4 and ZnO · 2 ZnSO4, respectively.
In the presence of the catalyst, the activation energy was 204 kJ.mol−1. The
reaction order in both cases were around 1.7.

3.3
Iron sulfate

Iron (II) sulfate is a green compound in its heptahydrate form, having
other hydration degrees, with the tetra- and the monohydrate being the
most common ones.54 The dehydration of iron (II) sulfate heptahydrate
(FeSO4 · 7 H2O) takes place in multiple steps.62 First, the 3 mol of water

DBD
PUC-Rio - Certificação Digital Nº 1812753/CA



Chapter 3. Literature review 26

molecules are removed around 70 ◦C, forming the tetrahydrate compound
(FeSO4 · 4 H2O). Next, around 100 ◦C, another 3 mol of water molecules
leave the structure, yielding the monohydrate salt (FeSO4 · H2O). At last, the
anhydrous salt is formed around 300 ◦C.63 Other hydrate forms of iron (II)
sulfates have been observed by Mitchell,64 with the hexa- and pentahydrate
compounds. The general dehydration reactions previously described is shown
in Equations 3-15, 3-16, and 3-17.

FeSO4 · 7 H2O ∆−−−→70 ◦C FeSO4 · 4 H2O + 3 H2O(g) (3-15)

FeSO4 · 4 H2O ∆−−−−→100 ◦C FeSO4 · H2O + 3 H2O(g) (3-16)

FeSO4 · H2O ∆−−−−→300 ◦C FeSO4 + H2O(g) (3-17)
The desulfation reactions of iron (II) sulfate is not well-defined, being

highly dependent on the atmosphere composition.65 Kanari et al.66 studied
the thermal decomposition under inert (N2) and oxidative (O2 and O2 + Cl2)
atmospheres using TGA. In the case of the inert atmosphere, the FeSO4 phase
decomposes directly to Fe2O3. On the other hand, the decomposition under
oxidative atmosphere displayed a different phase, FeOHSO4,67 which can be
accounted by the oxidation between O2 and the monohydrate iron (II) sulfate.68

Under oxidative atmosphere, the same FeOHSO4 was observed by dif-
ferent authors.65,68–73 These studies also suggests that the anhydrous FeSO4

formed oxidizes forming an oxysulfate phase, Fe2O(SO4)2. This last phase fur-
ther decomposes into iron (III) sulfate (Fe2(SO4)3) and hematite (Fe2O3). The
general reaction steps of decomposition under oxidative atmosphere is shown
in Equations 3-18, 3-19, and 3-20.

FeSO4 · H2O + 1
4 O2

∆−−→ FeOHSO4 + 1
2 H2O(g) (3-18)

FeOHSO4
∆−−→ 1

2 Fe2O(SO4)2 + 1
2 H2O(g) (3-19)

1
2 Fe2O(SO4)2

∆−−→ Fe2O3 + SO3(g) (3-20)
Lacalamita et al.74 performed the thermal decomposition of iron (II)

sulfate heptahydrate under N2 atmosphere using TGA. The authors performed
in-situ XRD analysis at different temperature steps, identifying the present
phases using the Rietveld method. The dehydration takes place as shown
in Equations 3-15, 3-16, and 3-17. They did not report the presence of
iron oxysulfate, concluding that the FeOHSO4 phase decomposes directly
into Fe2(SO4)3 and Fe2O3. However, even though the Fe2O(SO4)2 phase is
not present, it can be seen as a mixture of anhydrous iron (II) sulfate and
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hematite in a certain proportion. The last step of the decomposition represents
the formation of hematite from Fe2(SO4)3. The reaction steps is shown in
Equations 3-21, 3-22, and 3-23.

FeSO4 · H2O + 1
4 O2

∆−−→ FeOHSO4 + 1
2 H2O(g) (3-21)

FeOHSO4
∆−−→ 1

3 Fe2(SO4)3 + 1
6 Fe2O3 + 1

2 H2O(g) (3-22)

1
3 Fe2(SO4)3

∆−−→ 1
3 Fe2O3 + SO2(g) + 1

2 O2(g) (3-23)
Despite the XRD analysis, the proposed reaction steps by Lacalamita

et al.74 does not agree with information obtained from the TGA signal. By
their XRD results, there is no presence of anhydrous iron (II) sulfate in the
reactions, but they also report that around 260 to 300 ◦C, there is a weight
loss of around 4 %, which would correspond to the last water molecule in
the hydrated salt. Other authors66,71,75,76 reported that the FeSO4 · 7 H2O
dehydrates in three different steps (3-15, 3-16, and 3-17) to anhydrous FeSO4,
and then the decomposition takes place in two steps, to ferric sulfate and ferric
oxide (Equations 3-24, 3-25).

FeSO4
∆−−→ 1

6 Fe2(SO4)3 + 1
3 Fe2O3 + 1

2 SO2(g) (3-24)

1
6 Fe2(SO4)3

∆−−→ 1
6 Fe2O3 + 1

2 SO2(g) + 1
4 O2(g) (3-25)

3.3.1
Kinetic studies

The kinetic studies concerning the thermal decomposition FeSO4 are sim-
ilar to what is observed in the cases of potassium alum and ZnSO4, many stud-
ies with different experimental conditions and modeling techniques. However,
the decomposition of iron (II) sulfate has the presence of more intermediate
compounds (FeOHSO4 and Fe2O(SO4)2), and the iron (III) sulfate. Moreover,
unlike what was seen in the previous sulfates, the atmosphere composition has
direct impact in the decomposition reaction steps as previously reported.

Johnson and Gallagher77 performed thermogravimetric runs with FeSO4

using both O2 and N2 atmospheres, evidencing the different reaction steps
that take place when changing the atmosphere composition. The authors fitted
the experimental data in contracting geometry model, resulting in activation
energies ranging from 188.1 to 255 kJ.mol-1, with the values being lower in O2

atmosphere than with N2.
More recently, Huang et al.78 studied the thermal decomposition of

anhydrous ferrous sulfate with pyrite under nitrogen atmosphere. The authors
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concluded that the addition of pyrite (mainly the presence of FeS2) increased
the desulfation rate of FeSO4. Moreover, the presence of the different iron
oxides (Fe2O3, Fe3O4, and FeO) catalyzed the thermal decomposition reactions.
The kinetic analysis was made using different model-free equations. The
extended Prout-Tompkins had the best result, with an activation energy of
244.34 kJ.mol-1 and a reaction order of 2.16. Kubo, Taniguchi and Shirasaki79

observed a similar model, but with a lower activation energy (135.4 kJ.mol-1).
In the work of Kanari et al.,66 two different FeSO4 samples (industrial

and laboratory) under nitrogen atmosphere using thermogravimetric balance.
The samples presented differences in their compositions, with the industrial
sample being composed of iron (II), whereas the laboratory sample had a
composition of both iron (II) and iron (III). The kinetic study was made using
Arrhenius plots (isothermal decomposition studies), resulting in activation
energies of 262 kJ.mol-1 and 238 kJ.mol-1 for the industrial and laboratory
samples, respectively.

In a different context, Swamy, Prasad and contributors63,68,69,80–82 pub-
lished various of studies regarding the thermal decomposition of FeSO4,
Fe2(SO4)3, and other intermediate compounds (FeOHSO4, and Fe2O(SO4)2)
in air atmosphere. Prasad82 reported activation energies in the range 247 to
297 kJ.mol-1 for the thermal decomposition of iron (III) sulfate, with the dif-
ference accounted by method in which the different samples were prepared.

In the later works of Prasad,80–83 the author performed various runs
with different starting materials using model-free equations to determine the
activation energies. The results indicate that the decomposition of FeOHSO4

and Fe2O(SO4)2 are controlled by two-dimensional diffusion (246 kJ.mol-1) and
one-dimensional diffusion (619 kJ.mol-1), respectively.

The thermal decomposition of iron (II) sulfate in air was studied using
Zsako’s statistical method.63 The authors defined the decomposition in three
different steps, with the first two concerning the dehydration of FeSO4 · 7 H2O,
and the third as the decomposition of Fe2O(SO4)2. The results indicate that
the decomposition of iron oxysulfate has an activation energy of 552 kJ.mol-1.

Kolta and Askar,84 and Tagawa and Saijo59 performed their kinetic
studies using iron (III) sulfate. However, the experimental conditions were
different. The first used TGA under air atmosphere, whereas the latter used
cylindrical pellets under inert atmosphere. Despite both using the Arrhenius
plot to determine the activation energy, the values are discrepant, 106 kJ.mol-1

in the work of Kolta and Askar84 and 211.8 kJ.mol-1 in the work of Tagawa
and Saijo.59 Wu et al.85 used a similar approach and found 114.6 kJ.mol−1 in
thermal decomposition of Fe2(SO4)3.
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4
Theoretical basis

4.1
Thermal decomposition modeling

4.1.1
Graphical method

Among the different models that can used for modeling reaction kinetics,
Vachuška and Vobořil,36 which was further revisited by Speyer,86 proposed a
correlation for the decomposition of solids. The decomposition rate defined by
this model can be seen in Equation 4-1.

df

dt
= mn−1

0 (1 − f)nk0 exp
(

− Ea

RT

)
(4-1)

where f is the conversion of the reaction, t is the time, m0 is the initial mass
of the sample as the decomposition reaction starts, n is the reaction order, k0

is the pre-exponential factor, Ea is the activation energy, R is the universal
gas constant, and T is the temperature.

For convenience, Equation 4-1 can be linearized by taking the logarithm
as in Equation 4-2.

ln df

dt
= ln

[
k0m

n−1
0

]
+ n ln (1 − f) − Ea

RT
(4-2)

Then taking a time derivative, yields Equation 4-3.

d

dt

(
ln df

dt

)
= d2f/dt2

df/dt
= −n(df/dt)

1 − f
+ Ea

RT 2
dT

dt
(4-3)

At last, the relationship between temperature and time (Equation 4-4)
is added, resulting in the linear Equation 4-5.

T = (ϕt + Tr) (4-4)

(ϕt + Tr)2 d2f/dt2

df/dt
= −n

[
(ϕt + Tr)2(df/dt)

1 − f

]
+ Eaϕ

R
(4-5)

where ϕ is the heating rate and Tr is the reference room temperature.
The main advantage of using the linear form is that the activation energy

(intercept) and the reaction order (slope) can be easily determined by plotting
(ϕt+Tr)2(df/dt)

1−f
versus (ϕt + Tr)2 d2f/dt2

df/dt
. The linear plot of the decomposition of

NiSO4 under inert atmosphere is displayed in Figure 4.1. By the coefficients,
the reaction order is 1.61 and the activation energy is 279.1 kJ.mol-1.
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Figure 4.1: Linear plot of the decomposition of NiSO4 under inert atmosphere.
Experimental data obtained from Bejaoui et al..87

However, the use of Equation 4-5 has some concerns. First, it requires the
numerical values of the first (df

dt
) and second derivatives (d2f

dt2 ). Considering that
the TGA signal has some noise, the propagation of the error will automatically
be implicit in the derivatives. Moreover, the linear form can only be used in
simple systems. For more complex systems, with reactions happening close to
each other or occurring simultaneously, Equation 4-5 fails to fully describe the
system.

In some cases, such as the decomposition of zinc sulfate, segment the
different reactions is not a simple task, as it is troublesome to define the end of
one reaction and the beginning of the next one. Therefore, to be able to avoid
the mathematical approximations of the derivatives and apply the method in
more complex systems, another approach is ought to be made.

The use of Equation 4-5 was proposed by Vachuška and Vobořil36 not
only because of the simplicity in obtaining the kinetic parameters (angular
and linear coefficients), but also due to less computational effort. However,
solving ordinary differential equations (ODE), such as Equation 4-1, is a much
simpler task with modern computers. Moreover, using a system of ODEs allow
the model to be used in more complex reactions, formulating one equation for
each reaction step. It is necessary to have knowledge over the basic reaction
steps of the decomposition reaction, and a method to estimate the kinetic
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parameters of all the ODEs involved in the model.

4.1.2
Ordinary differential equations (ODE) method

To model more complex reaction steps (involving sequential or even
simultaneous reactions occurring), a system of ODE can be proposed. Each
differential equation concerns one reaction of the mechanism. Considering
Equation 4-1, it concerns the conversion of a decomposition reaction that takes
place in a single step, as in the case of nickel sulfate.

In some cases, multiple steps occur (such as ZnSO4
24 and FeSO4

66,74)
requiring new sets to evaluate the conversion of all the reactions involved.
Thus, a different approach is made in these cases as seen in Equation 4-6.
Each dfi

dt
equation in the set concerns a different reaction.88–91



df1

dt
= · · ·

df2

dt
= · · ·

...
dfn

dt
= · · ·

(4-6)

Taking the case of copper sulfate as an example, the proposed mechanism
of the decomposition reaction is shown in Equations 4-7 and 4-8.24,60,92 The
decomposition occurs in two steps, with the presence of an intermediate phase
(CuO · CuSO4), unlike to what happens in simpler systems such as the nickel
sulfate.

CuSO4
∆−−→ 1

2 CuO · CuSO4 + 1
2 SO3(g) (4-7)

1
2 CuO · CuSO4

∆−−→ CuO + 1
2 SO3(g) (4-8)

The graphical method displayed in Section 4.1.1 is not able to model
describe the two reaction simultaneously. To determine the kinetic parameters,
it would be necessary to segment the conversion curve into two.61 The first
one concerns the decomposition of CuSO4, and the latter the decomposition
of CuO · CuSO4. Despite the possibility to use the graphical method, the
segmentation of the curves is not always precise and the results could be
misleading.

Considering the Equations 4-7 and 4-8, the ODE system can be developed
as shown in Equation 4-9. The first equation in the system is the same as
displayed in Equation 4-1, but the second equation is modified to be dependent
of the first one. This due to the nature of the thermal decomposition in multiple
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steps. The CuO · CuSO4 phase can only be decomposed if it is previously
formed, thus the second reaction’s (Equation 4-8) conversion depends on the
conversion of the first reaction (Equation 4-7).

df1

dt
= mn1

0,1(1 − f1)n1k0,1 exp
(

−Ea,1

RT

)
df2

dt
= mn2

0,2(1 − f2)n2k0,2 exp
(

−Ea,2

RT

)
−[

mn1
0,1(1 − f1)n1k0,1 exp

(
−Ea,1

RT

)] (4-9)

By solving the ODE system, there are two conversion curves as outputs,
f1 and f2. To describe the global conversion (f global), it is necessary to attribute
weights to each individual conversion (Equation 4-10). The weight values,
w1 and w2, are determined according to the theoretical mass balance of the
modeled reaction stages. In the case of copper, both values are equal to 0.5,
as seen in the mechanism shown previously (Equations 4-7 and 4-8).

f global =
nr∑
i=1

wi × fi (4-10)

where nr is the number of reactions evaluated in the mechanism, wi is the
weight of the ith reaction, fi is the conversion of the ith reaction, and f global

is the global conversion of the reaction system.
The result of ODE system modeling is depicted in Figure 4.2, resulting

in activation energies of 333 and 389 kJ.mol-1 for the decomposition of CuSO4

and CuO · CuSO4, respectively.
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Figure 4.2: Modeling of the thermal decomposition of CuSO4 under air
atmosphere using the system of ODE. Experimental data obtained from
Gadalla.93

By describing each reaction individually, the results of differential equa-
tion method can be seen with more details. Figure 4.3 displays the individual
conversions (f1 and f2) as well as the global conversion (f global).
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Figure 4.3: Individual and global conversions of the thermal decomposition
of CuSO4 under air atmosphere using the ODE system. Experimental data
obtained from Gadalla.93
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Unlike the graphical method, that determined the kinetic parameters by
using slope and intercept values, the differential equations method require a
way to estimate the kinetic parameters. A good estimation is needed to get a
good agreement between model and experimental values. Moreover, by using
Equation 4-1 coupled with parameter estimation instead of a graphical method,
it is possible to determine the pre-exponential factor (k0) value alongside the
activation energy and reaction order.

Figures 4.4, 4.5, and 4.6 depict the effect of the three different kinetic
parameters on the conversion curves obtained by solving Equation 4-1. The
increase of the k0 value causes the conversion to start at lower temperatures.
In contrast, the increase in the Ea value makes the conversion to start at higher
temperatures. Finally, the variation in n value does not change the temperature
in which the reaction start, but rather the smoothness of the conversion curve.
Therefore, for a proper fitting, the k0 and Ea values act like a counterbalance
to one another over the decomposition temperature, and the n value dictates
if the transition is steep or gradual.
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Figure 4.4: The effect of the k0 value in conversion curves. m0 = 10 mg,
Ea = 250 kJ.mol−1, and n = 1.5.
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Figure 4.5: The effect of the Ea value in conversion curves. m0 = 10 mg,
k0 = 1 × 1013 min−1, and n = 1.5.
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Figure 4.6: The effect of the n value in conversion curves. m0 = 10 mg,
k0 = 1 × 1013 min−1, and Ea = 250 kJ.mol−1

The next section covers the parameter estimation algorithm used in the
present work.

4.2
Parameter estimation

Two steps are necessary in the development of model. First, it is essential
to define the relationship between the different variables involved in the system,
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in other words, structuring the model. The next step is making the model being
able to predict the results with quality. The latter is achieved by having the
model’s parameters well-tuned with the case study.94,95

The estimation of parameters comes as solution to minimize a global
objective function, reducing to a minimal the differences between the exper-
imental and model values. For example, if the model is structured as linear
(y = αx + β) and the objective function is defined as in Equation 4-11. The α

and β parameters are estimated to bring the value of fObj to as low as possible
(optimum).95,96

fObj =
NE∑
i=1

(yi
exp − yi

model)2 (4-11)

where NE is the number of experiments, yi
exp is the experimental value of

the experiment i, and yi
model is the value predicted by the model in the given

experiment.
After the structuring of the model and the estimation of its parameters,

the statistical analysis of the results is required. This last step is the benchmark
that establishes if the model and the parameter estimation are of good
quality.94,95,97

Therefore, a parameter estimation problem can be described in three
steps:

1. Model structuring and definition of the objective function.

2. Minimization of the objective function (optimum value).

3. Statistical analysis of the estimated parameters.

4.2.1
Particle swarm optimization (PSO)

The PSO algorithm is a global optimization method first proposed by
Kennedy and Eberhart.98 The algorithm is based on the social aspect of
animals. A common analogy made is a flock of birds flying in a determined
space looking for food. None of the birds know the exact location of the food.
But they can remember its own best site and the best place that any of the
birds in the flock have already found. The birds then move towards the best
location located by the flock.

In the algorithm, each individual is accounted as a particle with the
coordinates correspondent to the parameters of the problem. A defined number
of particles is placed in the desired search space (defining the upper and lower
bounds for each coordinate). The objective function value is calculated for
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every particle in each iteration. The particle with the lowest function value
is considered the best global one. Furthermore, each particle can memorize
which position had the best individual result. The movement of the particles
is measured by considering its current value, its best personal position, and
the swarm’s best position. Throughout the optimization process, the particles
have a tendency of moving towards the global minima of the objective function.
The particles’ velocity and position are show in Equations 4-12 and 4-13.

vk+1
p = wvk

p + c1r1(xp
ind − xk

p) + c2r2(xglobal − xk
p) (4-12)

xk+1
p = xk

p + vk+1
p (4-13)

where vk
p is the velocity of the particle p at the iteration k, xk

p is the position of
the particle p at the iteration k. xp

ind and xglobal are the particle’s best personal
position and the swarm’s best location, respectively. w, c1, and c2 are inertia
and acceleration coefficients. r1 and r2 are random numbers from a uniform
distribution in the range [0, 1). Figure 4.7 displays how the particles’ position
and velocity are updated.

x1

x2

xk
p

xk+1
p

xp
ind

xglobal

Cognitive velocity, xp
ind − xk

p
Social velocity, xglobal − xk

p

Inertia velocity, vkp

New velocity, vk+1
p

wvkp
c1r1(xp

ind − xk
p)

c2r2(x
global − xk

p)

Figure 4.7: Update of the position and velocity of a particle in a two dimensions.

One advantage of using this optimization method is that is a derivative-
free, such as gradient-descent or Newton, and is less dependent of the initial
conditions, which makes it a simple and powerful tool to implement.99,100

On the other hand, some cases can be time consuming as the each particle
corresponds a set of parameters, with the necessity of a simulation to be
made for each particle in every iteration. Nevertheless, this optimization
method has been extensively used in chemical engineering problems, such as
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polyremization.96,101–103 Rego et al.27 used the PSO algorithm to estimate the
kinetic parameters of the thermal decomposition of potassium alum under inert
atmosphere.

4.2.1.1
PSO parameters

An important aspect present in Equation 4-12 is the randomness associ-
ated with r1 and r2 values. These terms were not considered in the early works
of Kennedy and Eberhart.98 Without it, the authors observed that the swarm
would settle, meaning that the particle were not moving. Therefore, they in-
troduced the random terms (’craziness’), giving a stochastic characteristic to
the method. Moreover, other PSO parameters are also noteworthy.

– Inertia weight constant (w): This value influences directly the first term
in Equation 4-12 (wvk

p), which corresponds to the inertial velocity term.
The inertia constant has influence in how the previous velocity will affect
the next velocity value.104,105 Higher values (w ≥ 1) tend to make the
particle always be in inertia condition, not changing directions, which
may be interesting for a complete global search. On the other hand,
low inertia constant values (0 ≤ w < 1) make the search for local
minimum values easier, as more areas are searched due to the change in
directions.106 A good approach is to make the inertia constant a dynamic
parameter throughout the optimization. At first, the value is set to a high
value, and is lowered as the iterations are processed as seen in Equation 4-
14.

w = winitial − (wfinal − winitial) × it

itmax
(4-14)

– Acceleration coefficients (c1 and c2): These parameters influence the
cognitive (xp

ind − xk
p) and social (xglobal − xk

p). The first one is related
related to the value of the current particle’s position and the best position
it already had in the optimization. Therefore, as the particle move away
from its best position, the cognitive term increases pulling the particle
towards its best position. Therefore, the c1 parameter is a weight to the
individual-cognitive aspect of the particle.105,106

A similar approach is made with social aspect. As the particle gets far
from the best position of the swarm (xglobal) , the social term gets higher
and makes the particle be attracted to the best position. This behavior
allows the communication among all the particles to know which position

DBD
PUC-Rio - Certificação Digital Nº 1812753/CA



Chapter 4. Theoretical basis 39

is the best one. Thus, the c2 parameter is a weight for the social aspect
of the swarm.105,106

There is no certain value established for these two parameters, usually
being optimized empirically.107 If they both are zero, then Equation 4-
12 is reduced to the inertial velocity. Different values for c1 and c2 give
different influences to the cognitive aspects. Both having the same values
make all the particles being attracted to equally to both aspects.108

– Iteration number (itmax): The total number of iterations in a given
optimization process is not defined, being adopted with each individual
problem. If the number is too low, the algorithm stops before the global
minima is achieved by the particles. On the other hand, if the number
is too high, the computational effort increases if the maximum iteration
numbers is the stop criteria adopted for the optimization.107,108

– Swarm size (n): It defines number of particles that are present in op-
timization. A small quantity of particles can make some regions of the
search space to be poorly investigated, possibly neglecting some promis-
ing minima locations, whereas a huge amount of particles can make all
the areas properly searchable, but also increasing the computational time
for the optimization to be performed, also making the algorithm ineffi-
cient. According to Talukder,108 a proper number of particles is in range
[20, 60] in most cases.

4.2.1.2
Statistical evaluation

Finding the optimal parameters value does not represent the end of the
estimation process. By the end of the algorithm described in the previous
sections, the best fitted curve can be plotted, but other non-optimal data
points are also viable answers to the estimation problem. By keeping track
of all the particles’ coordinates and its correspondent errors, it is possible
to evaluate the uncertainties regarding the best particle’s position and fObj

minimum value.109,110

Building a confidence region is one possible way to do this type of
evaluation. As the PSO algorithm evaluates the objective function for every
particle in all the iterations, there is a huge set of data in the neighborhood of
the optimal point at the end of estimation. Considering an confidence interval,
it is possible to select the data points that are within the interval.96,110 Beale111

proposed the use of Equation 4-15 for building the confidence region.

fObj(˜
x) ≤ fObj(˜

xopt)
(

1 + NP
N − NPF 1−φ

NP, N−NP

)
(4-15)
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where
˜
x is array of estimated parameters,

˜
xopt is array of the optimal pa-

rameters found at the end of the estimation algorithm, NP is the number of
estimated parameters, N is the amount of experimental data, and 1 − φ is the
confidence interval (0.95 in the present work). It is worthy mentioning that the
N−NP, represents the degrees of freedom.
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5
Materials and methods

5.1
Thermodynamic assessments

All the thermodynamic analyses were performed using HSC Chemistry
10.112 In all cases, the initial composition consisted of 1 kmol of the hydrated
sulfate species: KAl(SO4)2 · 12 H2O, ZnSO4 · 7 H2O, and FeSO4 · 7 H2O. The
atmosphere composition was considered as inert by only using (N2) as the
initial gaseous component. The list of all the phases, reactants and products,
considered in each case study are detailed in further topics.

In all cases, the temperature range used was from 25 ◦C to 1400 ◦C using
250 steps to calculate the equilibrium composition. This temperature range was
chosen to match the one used in the TG runs. The pressure was considered as
1.0 atm throughout the simulation, considering the gas flow present in the TG
balance. The gas phases were considered to be ideal due to the low pressure
and high temperature. Moreover, the solid phases were considered pure and
stoichiometric.

5.2
Thermogravimetric analysis

The thermogravimetric analysis runs followed a dynamic regime, using
a heating rate of 10 ◦C.min-1, which provides precise TG signal with in
reasonable run times. The analyzes were carried out in thermogravimetric
balance (Netzsch model STA 449 F3 Jupyter) using inert atmosphere (N2).
The maximum temperature used in each experiment dependend on the initial
material used. The samples were prepared using a mortar and a pestle to have
a uniform material before transferring to the crucible of the thermogravimetric
balance. Around 10 mg of reactant was used in each run.

The properties of every chemical used in the work are as follows:

– Aluminum sulfate – Al2(SO4)3 · 18 H2O (Vetec, 99 %, 1690 kg.m-3)
– Potassium sulfate – K2SO4 (Merck, >99 %, 800 kg.m-3)
– Potassium alum – KAl(SO4)2 · 12 H2O (Merck, 99 %, 900 kg.m-3)
– Zinc sulfate - ZnSO4 · 7 H2O (Sigma-Aldrich, >99.5%, 1970 kg.m-3)
– Iron (II) sulfate - FeSO4 · 7 H2O (Proquímio, >99 %, 1895 kg.m-3)
– Nitrogen – N2 (Linde AG, 99.9 %)
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5.3
Modeling and optimization

All the simulations were performed in a microcomputer with the following
specifications: Intel Core i7-8700 CPU @ 3.20 GHz and 32 GB of RAM. All
the codes were written in Python 3.

The modeling used was the one concerning the set of ordinary differential
equations (Section 4.1.2). The numerical method used to solve the ODE system
was ’dopri5’ of the SciPy library, a modified 4th order explicit Runge-Kutta.113

All the parameters used in the PSO algorithm were defined empirically.
The number of particles used was 45. The acceleration coefficients, c1 and
c2, were both set as 1.0, and the initial inertia weight constant (w) was 0.9.
As stop criteria, the sum all the velocities of all the particles was used (with
a tolerance of 0.1), and the maximum number of iterations was set to 500.
Figure 5.1 depicts the PSO algorithm used.
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Figure 5.1: Flowchart of the PSO algorithm used in the present work.
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6
Results and discussion

6.1
Potassium alum

6.1.1
Thermodynamic assessments

The solid and gaseous phases considered in the thermodynamic equi-
librium simulations of the thermal decomposition of potassium alum are as
follows:

– Solid phases: KAl(SO4)2 · 12 H2O, KAl(SO4)2 · 3 H2O, KAl(SO4)2,
Al2(SO4)3, K2SO4, Al2O3, KHSO4, K2S2O7.

– Gas species: N2, H2O, SO3, SO2, O2, H2SO4, H2S, H2.

Figure 6.1 depicts the equilibrium composition of the solid phases of
the thermal decomposition of 1.0 mole of potassium sulfate dodecahydrate
as a function of the temperature. As expected, the first stage of the graph
(from 25 ◦C to 200 ◦C) represents the dehydration process until the anhydrous
potassium alum is obtained.

The dehydration stage occurs in two different steps. At first, the structure
’loses’ 9 water molecules, which yields a trihydrated species. The further
increase in temperature causes the last water molecules to sublimate, resulting
in the potassium alum in its anhydrous state. The multi-step dehydration
behaviour can be seen in the TGA curves of the thermal decomposition
studies of Apte, Kiran and Chernosky,26 Wojciechowska, Wojciechowski and
Kamiński,35 Kardos et al.,39 and Souza et al..21 The dehydration temperatures
agree with the TG curves reported by Kardos et al.39 and Souza et al.21 in which
the anhydrous phase is reached around 200 ◦C. The complete dehydration of
KAl(SO4)2 · 12 H2O is theoretically described by Equations 3-1 and 3-2.

KAl(SO4)2 · 12 H2O ∆−−→ KAl(SO4)2 · 3 H2O + 9 H2O(g) (3-1)

KAl(SO4)2 · 3 H2O ∆−−→ KAl(SO4)2 + 3 H2O(g)
(3-2)

From 200 ◦C onward, the anhydrous potassium alum decomposes into
three different sulfates: Al2(SO4)3, K2SO4 and KHSO4. The last one appears
to be an intermediate phase, as it seems to be consumed as the temperature
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increases, similar to the aluminum potassium. Souza et al.21 reported another
phase in an XRD analysis, K3H(SO4)2, which could be explained by the
formation of a solid solution of KHSO4 and K2SO4 mixtures (Equation 6-1).
KHSO4 further decomposes into potassium sulfate, as seen by Equations 6-2
and 6-3.

K3H(SO4)2
∆−−→ KHSO4 + K2SO4 (6-1)

KHSO4
∆−−→ 1

2 K2S2O7 + H2O(g) (6-2)

1
2 K2S2O7

∆−−→ 1
2 K2SO4 + SO3(g) (6-3)

The final product of the hydrated potassium alum’s thermal decompo-
sition is aluminum oxide (Al2O3) and potassium sulfate (K2SO4), which are
very stable components. The complete thermal decomposition of anhydrous
potassium alum could be described globally as in Equations 6-4, 6-5, and 6-6.
The first one concerns a decomposition reaction with no mass loss, as both
products constitute a solid phase.

KAl(SO4)2
∆−−→ 1

2 K2SO4 + 1
2 Al2(SO4)3 (6-4)

1
2 Al2(SO4)3

∆−−→ 1
2 Al2O3 + 3

2 SO3(g) (6-5)

SO3(g)
∆−−→ SO2(g) + 1

2 O2(g) (6-6)
A noticeable observation ought to be made about the presence of K2SO4

in thermal decomposition. As Apte et al.26 reported, the presence of this salt
reduced the temperature of the aluminum sulfate decomposition. Therefore,
the potassium sulfate could have a catalytic effect in the system, which can be
better observed through TG analysis.

The thermodynamic analysis of the gas phase can be seen in Figure 6.2.
The graph has a much simpler approach than the one depicted in Figure 6.1. At
first, there is a high amount of water due to the dehydration of the potassium
alum until 500 ◦C. After that, the formation of SO2, SO3 and O2 (Equations 6-
5 and 6-6) is observed as the sulfates start to decompose and promoting water
dilution in the reactional atmosphere. Despite the consideration of the other
gas components, none of them had significant representation in the present
analysis.
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Figure 6.1: Equilibrium composition (wt.%) of the solid phases of the thermal
decomposition of potassium alum dodecahydrate as a function of the temper-
ature.
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Figure 6.2: Equilibrium composition (wt.%) of the gaseous phases of the
thermal decomposition of potassium alum dodecahydrate as a function of the
temperature.
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6.1.2
Thermogravimetric analysis

The TGA and DTA curves of the thermal decomposition of pure alu-
minum sulfate, potassium alum, and the mixture of potassium sulfate and
aluminum sulfate are displayed in Figures 6.3 and 6.4. In the curve related to
KAl(SO4)2, constant mass is reached at 250 ◦C due to the dehydration steps,
corresponding to a mass loss of 43.82 %. This behavior agrees with the pre-
vious thermodynamic analysis (Figure 6.1 - Equations 3-1 and 3-2) and with
the literature data.21,35,38,39

The desulfation process starts around 700 ◦C, also in agreement with
the present thermodynamic simulations and literature studies.32,35,41,42,51 This
final decomposition step corresponds to a weight loss of 23.91 %, reaching a
final fraction of 32.27 % of the initial mass used. Considering that the initial
compound used was potassium alum dodecahydrate, this final mass percentage
indicate that the solid products of the reaction are K2SO4 and Al2O3, as seen
in Equation 6-4 and 6-5.

The theoretical weight loss for the dehydration and the desulfation steps
involved in the thermal decomposition of KAl(SO4)2 · 12 are shown in Table 6.1.
The theoretical weight loss for the complete dehydration is 45.54 %, close to the
one shown in TGA (43.82 %). As for the the desulfation stage, the theoretical
weight loss is 25.32 %, close to the experimental one (23.91 %).

Table 6.1: Theoretical weight loss (wt.%) in each step of the decomposition of
potassium alum dodecahydrate.

Reaction Theoretical weight loss (wt.%)

Equation 3-1 34.16
Equation 3-2 11.38
Equation 6-4 0.00
Equation 6-5 25.32

Total 70.86

The signal of pure aluminum sulfate shows that the dehydration process
ends around 400 ◦C (Equation 6-7). After that, the anhydrous Al2(SO4)3

starts to decompose around 750 ◦C corresponding to a mass loss of 35.59
% (Equation 6-8/36.04 % - theoretical) related to the formation of Al2O3

and SO3. According to the thermodynamic analysis (Figure 6.1), aluminum
sulfate should start to decompose around 600 ◦C, and the decomposition
should be completed at temperatures higher than 700 ◦C. However, it is well
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known that during a TG dynamic analysis, the decomposition temperature
is always shifted to higher values as the heating rate is increased. Also,
the decompositon of Al(SO4)3 is affected under the presence of K2SO4,
contributing to the decomposition temperature’s reduction, as pointed out by
Apte, Kiran and Chernosky.26 Thus, the aluminum sulfate that comes from
the thermal decomposition of potassium alum tends to decompose in lower
temperatures than pure aluminum sulfate.

Al2(SO4)3 · 18 H2O ∆−−→ Al2(SO4)3 + 18 H2O(g) (6-7)

Al2(SO4)3
∆−−→ Al2O3 + 3 SO3(g) (6-8)
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Figure 6.3: TGA curves of the thermal decomposition of pure aluminum sulfate,
potassium alum, and mixture of potassium sulfate and aluminum sulfate at
heating rate of 10 ◦C.min−1.

To better investigate the effect of potassium sulfate in the decomposition
of aluminum sulfate, a TGA run was performed using a mixture of both
sulfates. The dehydration process shows a remarkable resemblance with the
one related to pure aluminum sulfate, which is expected as K2SO4 does not
present water molecules in its structure. On the other hand, the desulfation
process shows resemblance with the one related to potassium alum, with a
very similar decomposition temperature (around 700 ◦C).

The similarity between the curves can be better seen in the DTA signals
are presented in Figure 6.4. The red and green curves follow almost the same
pattern until 500 ◦C, showing that the dehydration reaction steps of the
mixture is analogous to the pure aluminum sulfate (Equation 6-7). At higher

DBD
PUC-Rio - Certificação Digital Nº 1812753/CA



Chapter 6. Results and discussion 49

temperatures, the green curve resembles the blue one, showing apparently two
peaks in the decomposition, whereas the pure aluminum sulfate signal displays
only a single peak. Thus, the decomposition reaction steps of the sulfates
mixture should be similar to the one of potassium sulfate. This behavior
showcases the effect of the presence of potassium sulfate in the thermal
decomposition.
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Figure 6.4: DTA curves of the thermal decomposition of pure aluminum sulfate,
potassium alum, and mixture of potassium sulfate and aluminum sulfate at
heating rate of 10 ◦C.min−1.

6.1.3
Kinetic modeling

6.1.3.1
Graphical method

As mentioned in the previous sections, the anhydrous potassium alum
dissociates into K2SO4 and Al2(SO4)3, which further decomposes into Al2O3

(Equations 6-4 and 6-5). Thus, the application of the graphical method should
be suitable in this case.27 Figures 6.5, 6.6, and 6.7 depict the fitting of model
using the graphical method compared to experimental data. In all cases, the
determination coefficient is 0.99, corresponding to a good agreement of the
model, with most of the experimental data fitted within the confidence region.
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Figure 6.5: Linear plot of the thermal decomposition of pure aluminum sulfate.
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Figure 6.6: Linear plot of the thermal decomposition of potassium alum.
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Figure 6.7: Linear plot of the thermal decomposition of the mixture of
potassium sulfate and aluminum sulfate.

As mentioned in Section 4.1.1, the kinetic parameters are obtained using
the slope and intercept values of the linear plot. Table 6.2 presents the kinetic
parameters values as well as the R2 values for each tested sample. All the
reaction orders were similar, around 1.7. Chou and Soong28 reported the
thermal decomposition as first-order reaction, whereas Apte et al.31 reported
as a second-order reaction. Thus, the values obtained with this method are in
the same range as observed in the literature. Furthermore, Papazian, Pizzolato
and Orrell,49 and Pelovski et al.50 stated that different experimental procedures
(atmosphere composition) can lead to differences in the reaction order and
thermal decomposition rates.

Table 6.2: Kinetic parameters and R2 values of the thermal decomposition of
Al2(SO4)3, KAl(SO4)2, and mixture of Al2(SO4)3 and K2SO4.

Reactant n Ea (kJ.mol-1) R2

Al2(SO4)3 1.72 264.4 0.998
KAl(SO4)2 1.68 233.1 0.997
Al2(SO4)3 + K2SO4 1.67 209.3 0.998

On the other hand, the activation energies presented certain discrepan-
cies, with the pure aluminum sulfate with the highest value (264.4 kJ.mol-1),
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followed by potassium alum (233.1 kJ.mol-1), and the mixture of potassium
and aluminum sulfate with the lowest one (209.3 kJ.mol-1). The difference
between the values found for potassium alum and sulfate mixture could be
accounted for the different presence of potassium sulfate. In the first case, the
K2SO4 is formed in-situ, and in the second the potassium sulfate is presented
at the beginning of the decomposition, making the aluminum sulfate to be
always in contact with K2SO4. Nevertheless, this results agrees to what is seen
in the TG/DTG plots (Figures 6.3 and 6.4). Pure aluminum sulfate presents
the highest decomposition temperature, around 750 ◦C, which explains the
highest activation energy compared to the other cases.

Potassium alum and the mixture of sulfates presented lower activation
energy values than the one of pure aluminum sulfate. Apte, Kiran and Cher-
nosky26 reported that the presence of K2SO4 should affect the kinetic of the
Al2(SO4)3 decomposition by lowering the reaction temperature, characterizing
a catalytic effect. The present results, as already mentioned earlier, corrobo-
rate this hypothesis. However, by analyzing the TG/DTG plots (Figures 6.3
and 6.4), potassium alum and the sulfate mixture, should be associated to
Ea values of not much different magnitude, as a similar initial decomposition
temperature is observed (233.1 kJ.mol−1 and 209.3 kJ.mol−1, respectively).

The fact that in the present case the Ea value for potassium alum
decomposition is significantly higher than the one observed for the sulfate
mixture could be explained by the residual presence of KAl(SO4)2 alongside
the Al2O3 formation, as reported by Souza et al.,21 which observed a small
amount of non-reacted potassium alum for a sample colected at intermediate
temperatures, more or less in the middle of the decomposition interval. These
non-reacted potassium alum crystals could enhance the thermal resistance for
energy transport, making the thermal activation of the Al2(SO4)3 crystals more
difficult. Another possible explanation was already pointed out earlier, and is
based on the fact that the potassium alum thermal decomposition should be
associated with a previous decompositions leading to a mixture of Al2(SO4)3

and K2SO4, thus requiring an extra amount of thermal energy.

6.1.3.2
ODE method

As already mentioned (Section 4.1.2), the ODE system method could be
also applied to handle thermal decomposition processes. As the decomposition
consists of only one reaction, only a single differential equation is required.
The results of the conversion obtained using the ODE method are depicted in
Figures 6.8, 6.9, and 6.10. The agreement between experimental and model
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values is good in all evaluated cases, even more taking into account the
confidence region of 95 %. In the case of potassium alum, a deviation is
observed between 800 and 850 ◦C, which could be accounted by the fact that
the decomposition reaction steps is more complex and cannot be completely
described by a single differential equation. The DTA signal shows that there
is more than one peak, leading to more than one reaction.
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Figure 6.8: Experimental and model conversions of the thermal decomposition
of pure aluminum sulfate.
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Figure 6.9: Experimental and model conversions of the thermal decomposition
of potassium alum.

700 750 800 850 900
0

0.2

0.4

0.6

0.8

1

Temperature (°C)

C
on

ve
rs

io
n

Experimental
Model

Figure 6.10: Experimental and model conversions of the thermal decomposition
of the mixture of potassium sulfate and aluminum sulfate.

The performance of the estimation is depicted in Figure 6.11. In all cases,
the error present a rapid decrease in the beginning of the optimization and the
following iterations show that the error still show a slight variation due to the
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convergence of the particles to the optimum value. The error value behavior can
be explained by the sum of the particles’ velocities. At first, the particles are
scattered throughout the search space looking for their personal best values and
the global best. As the optimization progresses, the particles start to converge
towards the optimum region, lowering their speeds. In cases a new optimum
value is found, there is a slight increase in the sum of the particles’ velocities,
meaning that the particles started migrating towards a new region. In all cases,
15 experimental data points were used to describe the decomposition and
compute the error (Equation 4-11) and estimate the three kinetic parameters.
This amount of experimental data was chosen taking into account a time-step
of 1.5 min in the TG data, thus the time-step of the integration could be
defined accordingly, lowering the simulation’s computational cost.
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Figure 6.11: Progress of the parameter estimation (error and sum of particle’s
velocities) in each iteration: (a) pure aluminum sulfate; (b) potassium alum;
(c) mixture of potassium and aluminum sulfates.

The estimated kinetic parameters are displayed in Table 6.3. Similar to
what was observed in the graphical method, pure aluminum sulfate presents
the highest activation energy (352.4 kJ.mol-1), followed by potassium alum
(328.3 kJ.mol-1), and the mixture of potassium sulfate and aluminum sulfate
with the lowest value (296.3 kJ.mol-1). This trend is also observed in the pre-
exponential values.
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In comparison with the activation energy values presented by the graphi-
cal method, but with good agreement with the experimental data nonetheless.
Moreover, these values are still in agreement with the ones reported in the lit-
erature.32,35 These observed discrepancies in the activation energy values could
be explained as a direct effect of the numerical method used to estimate the
kinetic parameters. This behavior was addressed by Apte et al.31 that used
derivative and integral methods to determine the activation energies of the
thermal decomposition of aluminum sulfate and observed that the values were
not the same even when the same reaction rate model was used.

Table 6.3: Estimated kinetic parameters and R2 values of the thermal decom-
position of Al2(SO4)3, KAl(SO4)2, and mixture of Al2(SO4)3 and K2SO4 using
PSO.

Reactant k0 (min-1) n Ea (kJ.mol-1) R2

Al2(SO4)3 1.05 × 1016 1.02 352.4 0.999
KAl(SO4)2 5.09 × 1015 1.46 328.3 0.995
Al2(SO4)3 + K2SO4 1.02 × 1014 1.44 296.3 0.997

Another noticeable difference between the results achieved through
graphical and ODE system methods concerns the estimated reaction order.
The reaction order was around 1.7 in all cases using the graphical method,
and ranged from 1.0 to 1.5 for the ODE system method. For pure aluminum
sulfate, the estimated reaction order was 1.0, which agrees to what is seen in
the literature despite using different modeling techniques.28,31,52

Moreover, the reaction order of potassium alum, and the mixture of
potassium sulfate and aluminum sulfate was 1.46 and 1.44, respectively. The
similarity between these values corroborates the similar reaction steps, with
the presence of K2SO4 acting as catalyst in the decomposition of aluminum
sulfate. Perhaps the reaction steps can explain the nature of each reaction
order. In the case of pure aluminum sulfate, the thermal decomposition is
straightforward, with anhydrous Al2(SO4)3 decomposing into aluminum oxide
(Equation 6-8). Thus, the reaction order presents an elementary nature. On the
other hand, potassium alum and the mixture of sulfates has a much more com-
plex mechanism involving intermediate phases as seen in the thermodynamic
assessment (6.1.1). therefore, the reaction order does not show an elementary
tendency, and the values are close to each other due to the similarity of the
decomposition reaction steps.

The discrepancies can be accounted by experimental factors, such as
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mass and heat transfers effects which are not directly addressed by the model.
Moreover, another reason why there are differences between the values of both
models employed is the fact that in the case of the differential equation method
using PSO, the k0 is also taken into account. The arithmetic used in the
graphical method to create a linear plot makes the k0 to not be considered
(Equation 4-5). Moreover, as seen in the works of Rego et al.27 and Kurban et
al.,61 in the graphical method, the experimental data is first processed to fit
in an analytical curve (sigmoid function) to reduce the error in the calculation
of the first and second derivatives. Therefore, even considering the same base
differential equation (Equation 4-1), the pointed differences can indeed lead to
significant deviations in relation to the kinetic parameters obtained with both
strategies tested.31

6.2
Zinc sulfate

6.2.1
Thermodynamic assessments

The solid and gaseous phases considered in the thermodynamic simula-
tions of the thermal decomposition of zinc sulfate are as follows:

– Solid phases: ZnSO4 · 7 H2O, ZnSO4 · 6 H2O, ZnSO4 · 2 H2O, ZnSO4 · H2O,
ZnSO4, ZnO · 2 ZnSO4, ZnO, Zn.

– Gaseous species: N2, H2O, SO3, SO2, O2, H2SO4, H2S, Zn.

The equilibrium composition of the solid phases as function of the tem-
perature of the thermal decomposition of 1.0 mole of zinc sulfate heptahydrate
is depicted in Figure 6.12. The first stages of the decomposition are defined by
dehydration reactions, with the presence of zinc sulfate at different hydration
levels (hepta-, hexa-, di-, and monohydrates). The dehydration follows the re-
action steps shown in Section 3.2 (Equations 3-10, 3-11, and 3-12), with the
exception of the dihydrate phase, which is not observed in the literature.24,34,55

Among all the different hydrate salts, the monohydrate phase is the most sta-
ble one, with anhydrous zinc sulfate beginning to be formed at around 150
◦C.
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Figure 6.12: Equilibrium composition (wt.%) of the solid phases of the thermal
decomposition of zinc sulfate heptahydrate as a function of the temperature.

At 200 ◦C, the ZnSO4 · H2O begins to decompose forming the anhydrous
zinc sulfate, reaching 100 % of composition between 400 and 450 ◦C. The
ZnSO4 phase begins to decompose around 500 ◦C yielding an intermediate
phase between zinc sulfate and zinc oxide (Equations 3-13 and 3-14), zinc
oxysulfate (ZnO · 2 ZnSO4).24,25,57,60 The intermediate phase reaches its peak
around 750 ◦C, which decomposes forming zinc oxide. Complete conversion to
ZnO is reached around 1100 ◦C. The formation of metallic zinc from zinc oxide
was not observed in the temperature range studied.

Figure 6.13 displays the equilibrium composition of the gas phases of the
thermal decomposition of zinc sulfate heptahydrate. At first, the atmosphere
is composed majorly by N2. As the temperature increases and the dehydration
process begins to take place, water starts to be predominant in the composition
around 150 ◦C. As the desulfation process starts around 500 ◦C (decomposition
of anhydrous zinc sulfate), the SO3, SO2, and O2 phases begin to be observed
in the equilibrium composition. At the end of the temperature range, only
H2O, SO2, N2, and O2 are present. The other gas phases considered (H2SO4,
H2S, and Zn) did not show any considerable amount in the temperature range.
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Figure 6.13: Equilibrium composition (wt.%) of the gas phases of the thermal
decomposition of zinc sulfate heptahydrate as a function of the temperature.

Another analysis made was the influence of the partial pressure of SO3 at
a fixed temperature depicted in Figure 6.14.This analysis allows to understand
the behavior of the transition between zinc sulfate and zinc oxide by observing
the shift of Equations 3-13 and 3-14. In this case, the chosen temperature
value was 650 ◦C, in which the desulfation process of ZnSO4 has already begun
and there are considerable amounts of zinc sulfate, zinc oxysulfate, and zinc
oxide. At lower pressure values, ZnO is majorly observed due to SO3 being a
product of the thermal decomposition, as seen in Figure 6.13. Because of the
equilibrium, the absence of SO3 shifts the reaction towards the formation of
the oxide phase. Additionally, the other phases (ZnSO4 and ZnO · 2 ZnSO4)
are observed as the partial pressure increases. In this cases, as high quantities
of SO3 are present, the equilibrium shifts towards the reactants.

ZnSO4
∆−−→ 1

3 ZnO · 2 ZnSO4 + 1
3 SO3(g) (3-13)

1
3 ZnO · 2 ZnSO4

∆−−→ ZnO + 2
3 SO3(g)

(3-14)
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Figure 6.14: Equilibrium composition (wt.%) of the solid phases of the thermal
decomposition of zinc sulfate heptahydrate as a function of the partial pressure
of SO3.

To better understand the influence of both variables (temperature and
partial pressure of SO3), the equilibrium composition surface of ZnSO4,
ZnO · 2 ZnSO4, and ZnO was depicted in Figures 6.15, 6.16, and 6.17, respec-
tively. At temperatures lower than 100 ◦C, only zinc sulfate is observed. For
cases involving low partial pressure of SO3, the temperature required to decom-
pose zinc sulfate into zinc oxysulfate and zinc oxide reduces drastically when
compared to equilibrium conditions of PSO3 close to one atm (Figures 6.15
and 6.17). This behavior happens due to the shift in the equilibrium of the
endothermic reaction, which means that for higher temperatures, more SO3

is expected to be formed. Moreover, the intermediate phase (Figure 6.16) is
present in all the evaluated conditions, which indicates that there is no direct
path to obtain zinc oxide from zinc sulfate. Moreover, the maximum composi-
tion of ZnO · 2 ZnSO4 is 76.59 %. Thus, there is no case in which the interme-
diate phase fully composes the system, enabling to describe the oxysulfate as
an intermediate phase between the anhydrous zinc sulfate and zinc oxide.
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Figure 6.15: Equilibrium composition (wt.%) surface of ZnSO4 as function of
the temperature and partial pressure of SO3.
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Figure 6.16: Equilibrium composition (wt.%) surface of ZnO · 2 ZnSO4 as
function of the temperature and partial pressure of SO3.
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Figure 6.17: Equilibrium composition (wt.%) surface of ZnO as function of the
temperature and partial pressure of SO3.

6.2.2
Thermogravimetric analysis

The TGA and DTG curves obtained for zinc sulfate heptahydrate
thermal decomposition are shown in Figure 6.18. By analyzing both curves, it
may be noticed that the dehydration process takes place in three different
stages, as already reported in the literature.24,34 The first stage occurs at
the beginning of the experiment, reaching its DTG peak around 70 ◦C. As
the temperature increases, the weight is lost continuously until it reaches
a plateau correspondent to the monohydrate salt (ZnSO4 · H2O). The final
dehydration stage occurs around 200 ◦C, yielding anhydrous zinc sulfate.
The behavior of the TGA in Figure 6.18 is very similar to the one reported
by Mu and Perlmutter,24 whom claimed that their initial material consisted
of ZnSO4 · 5.4 H2O, a mixture of zinc sulfate at different hydration degrees.
This effect occurs due to the instability of zinc sulfate heptahydrate at room
temperature.24
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Figure 6.18: Thermogravimetric analysis of the thermal decomposition of
ZnSO4 · 7 H2O in inert atmosphere.

After full dehydration, the anhydrous zinc sulfate shows stability from
250 to 600 ◦C. At higher temperatures, the sulfate decomposes into what
appears to be two sequential reactions (Equations 3-13 and 3-14), resulting in
a total weight loss of around 30 %.24,25,29,34,57 A similar analysis can be made
when using the DTG curve, detecting two peaks. However, taking a closer
look at the DTG curve, it is notable that the two peaks are not completely
separated, which can be an indication that at some point the two reactions are
not sequential, but occur simultaneously. Around 800 ◦C, the already formed
ZnO · 2 ZnSO4 can decompose into zinc oxide as ZnSO4 is decomposing into
new zinc oxysulfate. This behavior is somewhat seen in Figure 6.12, as the
ZnO equilibrium composition starts to grow right after the zinc oxylsufate is
present in the system.

Table 6.4 displays the theoretical and experimental weight losses in every
dehydration and decomposition steps. It is notable that the first dehydration
step shows great difference between the theoretical and experimental values.
This could be accounted by the fact that the theoretical weight loss is
calculated considering 1.0 mol of pure zinc sulfate heptahydrate. However, as
seen in the experimental, the starting material used in TG runs seems to be a
mixture of sulfates with different hydration degrees, similar to the work of Mu
and Perlmutter.24 The weight loss of the following reactions show agreement
between theory and the experiments.
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Table 6.4: Theoretical and experimental weight losses (wt.%) in each step of
the decomposition of zinc sulfate heptahydrate.

Reaction
Weight loss (wt.%)

Theoretical Experimental

Equation 3-10 6.26 3.58
Equation 3-11 31.32 29.83
Equation 3-12 6.26 6.53
Equation 3-13 9.29 8.73
Equation 3-14 18.59 19.31

Total 71.72 67.98

6.2.3
Kinetic modeling

The thermogravimetric analysis (Figure 6.18) suggests that the segmen-
tation of the desulfation signal into two distinct contributions can be quite
troublesome, which takes its toll in applying the graphical method.36,61,86

Therefore, it is desirable to use the ODE method coupled with the PSO algo-
rithm to simultaneously estimate the kinetic parameters of both decomposition
reactions (Equations 3-13 and 3-14). The case of zinc sulfate is similar to the
one seen with copper sulfate (Figure 4.2). In both cases, the decomposition of
the anhydrous sulfate occurs in two steps, with the presence of an intermedi-
ate phase (oxysulfate). Thus, using the same approach should yield a similar
result. The difference lies in the weights used to calculate the global conversion
(Equation 4-10).

Considering 1.0 mole of anhydrous zinc sulfate, the conversion weights
(wi) can be determined by a simple mass balance of the theoretical reaction
step. Using the data in Table 6.5, the conversion weights, w1 and w2, are
roughly 1

3

(
≈ 16.53

49.59

)
and 2

3

(
≈ 33.06

49.59

)
for the decomposition of ZnSO4 and

ZnO · 2 ZnSO4, respectively.

Table 6.5: Theoretical weight loss (wt.%) in each step of the decomposition of
anhydrous zinc sulfate.

Reaction Theoretical weight loss (wt.%) wi

Equation 3-13 16.53 0.333
Equation 3-14 33.06 0.667

Total 49.59 1.0
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Figure 6.19 shows the result of the ODE method with PSO. The agree-
ment between the model and the experimental values are excellent (R2 =
0.9996). Considering the confidence region, all the experimental data fit within
the model range.
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Figure 6.19: Experimental and model conversion of the thermal decomposition
of zinc sulfate.

As mentioned in Section 4.1.2, one advantage of using a system of ODE to
describe the decomposition is that the reactions can be observed individually.
The individual decomposition of ZnSO4 and ZnO · 2 ZnSO4 are depicted in
Figure 6.20. Around 600 ◦C, only the decomposition of anhydrous zinc sulfate
into zinc oxysulfate takes place. The following reaction (decomposition of
ZnO · 2 ZnSO4 into ZnO) begins close to 770 ◦C. These results are in agreement
to the thermodynamic presented previously, where the intermediate phase
(zinc oxysulfate) is present in the temperature range of 600 and 1000 ◦C.
Furthermore, the modeling results are in agreement to what is suggested
in TGA data (Figure 6.18), indicating that the peaks are not completely
separated from one another. This behavior may indicate that the reactions
can occur simultaneously throughout the decomposition process.

The kinetic parameters estimated using PSO are shown in Table 6.6. The
activation energy related to the decomposition of ZnO · 2 ZnSO4 is higher than
the one concerning the decomposition of ZnSO4. This behavior is expected as
the zinc oxysulfate decomposes at higher temperatures than zinc sulfate. The
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estimated activation energy of the decomposition of ZnSO4 was 272 kJ.mol−1,
which is in the range reported in the literature in dynamic studies in inert
atmosphere. Kurban et al.61 reported an activation energy of 238 kJ.mol−1,
and Mu and Perlmutter24 reported 353 kJ.mol−1.

The estimated activation energy value of the decomposition of
ZnO · 2 ZnSO4 was 367 kJ.mol−1. There are not plenty of works concern-
ing the decomposition of zinc oxysulfate. Ingraham and Marier29 reported
an activation energy of 242 kJ.mol−1, Kurban et al.61 reported an activation
energy of 368 kJ.mol−1. The value of the present work is very close to the one
reported by Kurban et al..61 Moreover, it follows the same tendency of the
works of Narayan, Tabatabaie-Raissi and Antal,25 and Kurban et al.,61 which
showed that the activation energy of zinc oxysulfate was higher than the one
of zinc sulfate.

Table 6.6: Estimated kinetic parameters for the decomposition of ZnSO4 and
ZnO · 2 ZnSO4 obtained using PSO.

Reaction k0 (min−1) Ea (kJ.mol−1) n

Equation 3-13 2.52 × 1012 272 2.0
Equation 3-14 1.25 × 1016 367 1.0

The reaction orders also presented differences. The decomposition of
zinc sulfate appears as a second-order reaction, and the decomposition of
zinc oxysulfate is a first-order reaction. The difference in the reaction orders
was addressed in the work of Narayan, Tabatabaie-Raissi and Antal,25 which
reported a the decomposition of ZnSO4 as a first-order reaction, whereas the
decomposition of of ZnO · 2 ZnSO4 is a pseudo-zero order reaction.

All these differences between the model and the literature data can be ac-
counted in different causes. First, the experimental set/procedure significantly
impacts the final results of the decomposition modeling. Narayan, Tabatabaie-
Raissi and Antal25 stated that the increase in the mass sample in the thermal
studies shifted the temperature in which the decomposition started. In other
context, Ingraham and Marier,29 and Tagawa and Saijo59 used zinc sulfate pel-
lets instead of powdered samples. These differences in the sample preparation
impact the thermogravimetric balance reading due to heat and mass transfer
effects, which are deeply affected by geometry and sample sizes.

The atmosphere composition is also an important process variable in the
thermal studies.25,58 In the work of Narayan, Tabatabaie-Raissi and Antal,25

the change in the atmosphere composition (inert and air) represented a
difference in 50 kJ.mol−1 in the activation energy of the ZnSO4 decomposition,
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with air atmosphere showing a higher value than the inert atmosphere.
This behavior is accounted by the shift in the equilibrium reaction. The
decomposition of ZnSO4 into ZnO · 2 ZnSO4 and ZnO (Equations 3-13 and
3-14) releases gas products (SO3, SO2, and O2). Thus, as the air atmosphere
adds O2, the equilibrium is shifted towards the formation of the reactants,
which ends up making the decompositions of ZnSO4 and ZnO · 2 ZnSO4 more
difficult to be completed and consequently having higher activation energy
values.

Besides the experimental conditions, the modeling techniques used also
cause changes in the numerical results. Isothermal runs are usually used to
create Arrhenius’ plots as shown in the works of Ducarroir et al.,57 Tagawa and
Saijo,59 and Kolta and Askar.84 Despite using the same modeling technique,
all these authors reported different kinetic results, which might be explained
by the difference in the experimental conditions used by each one of them.
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Figure 6.20: Individual and global conversions of the reactions involved in the
thermal decomposition system of zinc sulfate.

The conversions curves presented in Figures 6.19 and 6.20 show how
well the ODE method can be used alongside the PSO algorithm to describe
more complex systems. Considering that the decomposition process can be
breakdown into single reactions, the ODE method can be used to describe
the whole thermal decomposition (including dehydration), by simply adding
more differential equations and properly coupling them with the right weight
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coefficients (Equation 4-10). This is a major advantage over the graphical
method, which needs the conversions curves to be well-segmented in order
to precisely work.

In respect to PSO, the consequence of adding more equations is that
the amount of kinetic parameters required to estimate also increases. Taking
into account that three kinetic parameters (pre-exponential factor, activation
energy, and reaction order) are estimated for each chemical reaction considered,
the computational effort and complexity should naturally increase. One way
to reduce the computational effort is segment the process into different sub-
processes. However, by performing this segmentation, it cannot be assured that
the global minimum is going to be reached.

As an example, the complete modeling of the thermal decomposition of
ZnSO4 · 7 H2O would involve five equations (three concerning dehydration and
two concerning desulfation), which leads to 15 estimated kinetic parameters.
The whole estimation could be divided into two sub-sets of equations. The
first three would describe the dehydration, and the other two concern the
desulfation. Therefore, the decomposition would be completely modeled and
the computational complexity reduced. In the end, with the solution of the sub-
sets, the whole system can be simulated using the known kinetic parameters
and new conversion weights that describe the system as only one set.

The performance of the parameter estimation for the thermal decompo-
sition of zinc sulfate is depicted in Figure 6.21. The behavior is similar to the
one related to the decomposition of the aluminum-bearing compounds (Fig-
ure 6.11), with a rapid decrease of the error value at the beginning of the
estimation and further small decreases, which can be seen as a fine-tuning
of the parameters. However, there is a notable difference in the error value.
In previous cases, the reactions were simpler to model as there is only one
decomposition involved, and thus only one differential equation.

Considering that simplicity, there was no need to use a huge set of
experimental data points to well-describe the decomposition. In the case of zinc
sulfate, there is a more complex behavior with the presence of an intermediate
phase and simultaneous reactions occurring (Figure 6.20). Thus, there is a
need to used more experimental data to properly describe the decomposition.
The amount of experimental data points used to describe the process and
compute the error (Equation 4-11) was 37 using the same methodology as
seen in Section 6.1.3.2 to estimate the six kinetic parameters (three for each
ODE).
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Figure 6.21: Progress of the parameter estimation (error and sum of particle’s
velocities) in each iteration for the decomposition of zinc sulfate.

6.3
Iron sulfate

6.3.1
Thermodynamic assessments

The solid and gaseous phases considered in the thermodynamic simula-
tions of the thermal decomposition of iron (II) sulfate are as follows:

– Solid phases: FeSO4 · 7 H2O, FeSO4 · 4 H2O, FeSO4 · H2O,
Fe2(SO4)3, FeOHSO4, FeSO4, Fe2(SO4)3 · 9 H2O, Fe2(SO4)3 · 7 H2O,
Fe2(SO4)3(H2O)5.03, Fe2O3, Fe3O4, FeO, Fe.

– Gaseous species: H2O, O2, SO2, SO3, N2.

The equilibrium composition regarding the presence of the solid phases
generated during thermal decomposition of 1.0 mole of iron (II) sulfate
heptahydrate as function of the temperature is shown in Figure 6.22. Similar
to the other studied cases, the first stages comprehend the dehydration of the
salt. By the hydrated phases present in the thermodynamic analysis (hepta-,
tetra-, and mono-), the dehydration reaction steps follow the one proposed in
the literature62–64 (Section 3.3 - Equations 3-15, 3-16, and 3-17). Around 150
◦C, the monohydrate phase begins to decompose yielding the anhydrous iron
(II) sulfate.
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Figure 6.22: Equilibrium composition (wt.%) of the solid phases of the thermal
decomposition of iron sulfate heptahydrate as a function of the temperature.

The desulfation of FeSO4 is complex, with the presence of various
intermediate phase between the sulfate and the oxide phases. Around 200
◦C, it is noted the presence of hematite alongside the iron hydroxide sulfate
(FeOHSO4). The latter was observed in the experimental studies using XRD
analysis.60,74 At higher temperatures, around 350 ◦C, the FeOHSO4 curve
reaches its peaks, and the anhydrous iron (III) sulfate begins to be formed,
showing similarity with the reaction steps proposed by Equations 3-21, 3-
22, and 3-23. After 600 ◦C, the sulfated phases (FeSO4, FeOHSO4, and
Fe2(SO4)3)74 begin to decompose and the oxide phases begin to comprise the
majority of the system’s equilibrium composition. At very high temperatures,
above 95- ◦C, it is seen that hematite decomposes into magnetite, which then
decomposes into FeO. The formation of metallic iron was not observed in the
studied temperature range.

The thermodynamic results displayed in Figure 6.22 show how difficult
is to set a definitive reaction steps over the decomposition of iron (II) sulfate.
In the temperature range between 400 and 750 ◦C, 5 different solid phases are
present, which may indicate that the decomposition steps are not sequential,
but simultaneous. This behavior represents a challenge in the kinetic modeling
as seen in the case of the thermal decomposition of zinc.

The equilibrium compositions concerning the gaseous phases on the
thermal decomposition of 1.0 mole of iron (II) sulfate heptahydrate as function
of the temperature are depicted in Figure 6.23. At first, the atmosphere
is majorly composed by N2 and, as the temperature is increased and the
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dehydration of the salt begin to take place, H2O begins to be the dominant
gaseous species around 200 ◦C. Similar to what is seen in the solid phase
equilibrium diagram, the equilibrium composition of the gas phase also shows
some complexity. At 200 ◦C, the presence of SO2 is observed as the desulfation
process starts. Around 600 ◦C, as the curve seems to be entering into an
equilibrium, another increase is observed, corresponding to the decomposition
of Fe2(SO4)3 into the oxide phases. After 900 ◦C, the equilibrium state does
not change appreciably with temperature, Only a slight variation in O2

concentration can be observed, a consequence from formation of FeO through
Fe2O3 reduction.
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Figure 6.23: Equilibrium composition (wt.%) of the gas phases of the thermal
decomposition of iron sulfate heptahydrate as a function of the temperature.

6.3.2
Thermogravimetric analysis

Figure 6.24 displays the TGA and DTA curves of the thermal decomposi-
tion of iron (II) sulfate heptahydrate. It is noted that the dehydration occurs in
two different stages, which partially disagrees to what is seen in the literature.
Wang, Debelak and Roth62 used TGA and differential scanning calorimetry
in their work, reporting three different dehydration stages. Lacalamita et al.74

also reported three dehydration stages using TGA and XRD.
One possible explanation to this difference might be the equipment’s sen-

sitivity, as the first and second dehydration stages occurs at low temperatures,
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which makes it hard to well-segment the reactions. Considering that the TGA
curve in Figure 6.24 was made with a heating rate of 10 ◦C.min−1, perhaps the
dehydration could be better analyzed using lower heating rates, as seen in the
work of Wang, Debelak and Roth.62 Nevertheless, the first weight drop begins
at room temperature, with a peak around 100 ◦C, ending around 150 ◦C.
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Figure 6.24: Thermogravimetric analysis of the thermal decomposition of
FeSO4 · 7 H2O in inert atmosphere.

This first weight drop correspond to around 33.6 % of weight loss, in-
dicating that the initial material was not completely composed by iron (II)
sulfate heptahydrate, but a mixture of the heptahydrate and the tetrahydrate
salts, yielding the iron (II) sulfate at an intermediate hydration degree. This
behavior was observed by Mu and Perlmutter24 when working with zinc sulfate
heptahydrate, regarding its higroscopicity, which is unstable at room temper-
ature. The XRD results of Lacalamita et al.74 show that their initial material
is composed of 80 % of FeSO4 · 7 H2O and 20 % of FeSO4 · 4 H2O. Considering
the weight loss of 33.6 %, it can be assumed that the initial materials has
a non-stoichiometric composition, with hydration water molecules between 4
and 7.By performing a mass balance with the TGA data, the initial material
used in the present work is composed of 60 % of FeSO4 · 7 H2O and 40 % of
FeSO4 · 4 H2O.

The second weight drop begins around 200 ◦C, corresponding to a weight
loss of circa 7.4 %. The decomposition from iron sulfate monohydrate to its
anhydrous phase (Equation 3-17) has a theoretical weight loss of 7.0 %, whereas
the oxidation of FeSO4 · H2O into FeOHSO4 (Equation 3-21), would correspond
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to around 0.6 % of weight. Therefore, by the TGA curve in Figure 6.24, it can
be assumed that anhydrous iron (II) sulfate is indeed formed.

After 300 ◦C, the signal shows some stability until around 400 ◦C. At
this point, there is another thermal event can be evidenced, representing the
start of the desulfation.This process does not occur in a single step, as seen
in the DTG signal. The segmentation of the two reactions is not as clear as
seen in the case of zinc sulfate (Figure 6.18), but it is clear that the DTG peak
does not represent only one reaction. This analysis agrees with the reaction
steps showed in Equation 3-24 and 3-25. The residual weight at the end of the
temperature range is around 32 %, corresponding to complete conversion into
Fe2O3.

It is noticeable that the thermodynamic results indicate the presence
of FeOHSO4 (Figure 6.22), which is not observed in the mass balance in
the TGA experiments (Figure 6.24). This difference may be caused by the
different conditions that each one considers. In the case of the thermodynamic
simulation, the system is closed, therefore the atmosphere can have different
compositions as the temperature increases. This behavior is not used in the
TGA experiments, which have a continuous flow of nitrogen, thus removing all
the gaseous species that are formed throughout the experiment.

6.3.3
Kinetic modeling

As discussed in the previous sections, the decomposition reaction steps
of iron (II) sulfate is extremely complex and not completely settled. As
the proposed kinetic modeling uses the TGA data to estimate the kinetic
parameters, the reactions used to develop the differential equations and define
the conversion weights are as follows:

FeSO4 · 7 H2O ∆−−→ FeSO4 · 4 H2O + 3 H2O(g) (3-15)

FeSO4 · 4 H2O ∆−−→ FeSO4 · H2O + 3 H2O(g)
(3-16)

FeSO4 · H2O ∆−−→ FeSO4 + H2O(g)
(3-17)

FeSO4
∆−−→ 1

6 Fe2(SO4)3 + 1
3 Fe2O3 + 1

2 SO2(g)
(3-24)

1
6 Fe2(SO4)3

∆−−→ 1
6 Fe2O3 + 1

2 SO2(g) + 1
4 O2(g)

(3-25)
Therefore, it would be necessary to estimate 15 different kinetic param-

eters to model the decomposition process as a whole. This quantity of pa-
rameters would cause the estimation process to be extremely computational
expensive. However, as mentioned in Section 6.2.3, the computational cost can
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be reduced by dividing the decomposition into two different sets: the dehy-
dration reactions, and the desulfation reactions. Thus, the estimation is also
divided into two different sets, one set regarding the dehydration reactions, and
another set concerning the desulfation. As mentioned, by dividing the whole
process into two sub-systems makes it uncertain that the global minimum is
reached.

6.3.3.1
Dehydration

The methodology to model the dehydration reactions is the same as the
one used in the previous desulfations (Sections 6.1.3.2 and 6.2.3). It is necessary
to establish the reaction steps to properly set the differential equations and
their correspondent conversion weights. This approach is similar to the one
already used in the decomposition of zinc sulfate.

Considering 1.0 mole of a mixture of 60 % of iron (II) sulfate heptahydrate
and 40 % of iron (II) sulfate tetrahydrate, the conversion weights (wi) are
determined by using the theoretical mass balance of the proposed reaction
steps. Table 6.7 displays the values of the theoretical weight losses and their
respective weight coefficients.

Table 6.7: Theoretical weight loss (wt.%) in each step of the dehydration of
iron (II) sulfate heptahydrate.

Reaction Theoretical weight loss (wt.%) wi

Equation 3-15 12.48 0.307
Equation 3-16 21.12 0.520
Equation 3-17 7.04 0.173

Total 40.64 1.0

Figure 6.25 displays the experimental and calculated values for the
dehydration of iron (II) sulfate heptahydrate. The model does not fit well at
lower temperatures (below 100 ◦C), perhaps due to the starting composition
not being well-defined, which can make the model description not be fully
accurate. This behavior is seen also in the following plateaus, which some
discrepancies between the model curve and the experimental data.

For temperatures above 100 ◦C, the model presents a good fitting, even
better considering the confidence region of 95 %. The assumption of the
initial sample being composed of a ratio of 60 %:40 % of iron (II) sulfate
heptahydrate and tetrahydrate, respectively, also seems to be justified as
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the weight coefficients make the model curve follow the conversion plateaus
correctly. The R2 fo the whole dehydration process was 0.98, which indicates
a excellent overall agreement between the model and experimental data.
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Figure 6.25: Experimental and model conversion of the dehydration of iron
sulfate heptahydrate.

The individual conversions of the dehydration reactions are depicted in
Figure 6.26. Until 90 ◦C, only the first of the dehydration occurs. At this
temperature, the second dehydration stage begins with a fast behavior. The
two stages take place simultaneously until around 150 ◦C. The difficulty in
segmenting the first two dehydration stages in the TGA curve (Figure 6.24) is
expressed in the behavior of the red and blue curves. Circa 200 ◦C, the first and
second dehydration stages are finished and the third commences until around
390 ◦C.
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Figure 6.26: Individual and global conversions of the dehydration reactions of
iron sulfate heptahydrate.

The performance of the PSO for the dehydration of iron (II) sulfate
heptahydrate is shown in Figure 6.27. The behavior is slightly different from
what was seen in the cases of the aluminum-bearing compounds (Figure 6.11)
and zinc sulfate (Figure 6.21), with fewer iterations needed to reach the global
minimum (less than 200). The error decreases greatly in the beginning with
very few error decreases throughout the optimization process. This is also
observed in the sum of the particles’ velocities curve decreasing continuously
with small fluctuations.

It is possible that the particles’ positions were close to the optimal region,
therefore needing less iterations to end the estimation. Another possibility is
that the search space does not have a great amount of local minimum regions,
which can lead to temporary solutions with more variations in the global
error value. Nevertheless, the estimation reached a low error value and the
model curve seems well-fitted. The amount of experimental data points used
to in the estimation of the dehydration parameters was 38, following the same
methodology mentioned in Section 6.1.3.2.
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Figure 6.27: Progress of the parameter estimation (error and sum of particle’s
velocities) in each iteration for the dehydration of iron sulfate heptahydrate.

The kinetic parameters for the dehydration of FeSO4 · 7 H2O estimated
using PSO are displayed in Table 6.8. The activation energies show an increase
for each reaction. This behavior is consistent with the proposed reaction steps,
in which the temperature of dehydration of FeSO4 · 7 H2O (53.3 kJ.mol−1)
is lowest one, followed by the dehydration temperature FeSO4 · 4 H2O (88.8
kJ.mol−1), and FeSO4 · H2O (124 kJ.mol−1), with the highest dehydration tem-
perature among the evaluated dehydration reactions. Moreover, the reaction
orders also showed some discrepancies among each other. The first dehydration
step presented a reaction order of 1.65, the second step was 1.12, and the third
seems to be a second-order reaction.

Table 6.8: Estimated kinetic parameters for the dehydration of FeSO4 · 7 H2O
obtained using PSO.

Reaction k0 (min−1) Ea (kJ.mol−1) n

Equation 3-15 2.81 × 106 53.3 1.65
Equation 3-16 7.07 × 1011 88.8 1.12
Equation 3-17 7.47 × 1010 124 2.0

There is few kinetic data regarding the dehydration of iron (II) sulfate
heptahydrate. Swamy and Prasad63,80,83 used statistical method to evaluate
the different decomposition stages. The author considered that the first dehy-
dration stage consisted of a loss of six water molecules, thus turning Equa-
tions 3-15 and 3-16 into one single step. The activation energy determined
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for this first dehydration step was 71 kJ.mol−1, whereas the second stage
(FeSO4 · H2O into FeSO4) had an activation energy of 146 kJ.mol−1. Consid-
ering the difference in the reaction steps and modeling technique, the values
found in the present work agree with the one found in literature, with the
trend of higher activation energy values for processes occurring at higher tem-
peratures.

6.3.3.2
Desulfation

To model the desulfation of the anhydrous iron (II) sulfate, the Equa-
tions 3-24 and 3-25 were considered as the reaction steps. Considering 1.0 mole
of FeSO4, the conversion weights (wi) are determined using the theoretical
weight loss of the mass balance of the decomposition. The theoretical weight
losses of the desulfation reactions and their respective conversion coefficients
are displayed in Table 6.9.

Table 6.9: Theoretical weight loss (wt.%) in each step of the desulfation of
anhydrous iron (II) sulfate.

Reaction Theoretical weight loss (wt.%) wi

Equation 3-15 12.56 0.258
Equation 3-16 35.18 0.742

Total 47.44 1.0

The desulfation modeling result and the associated experimental data are
depicted in Figure 6.28. Somewhat similar to the dehydration case, the model
does not completely describe the beginning of the process (between 400 ◦C and
500 ◦C). However, the deviations are far less evident in the desulfation case
than in the dehydration. For temperatures above 500 ◦C, the model presents a
good fitting with the experimental data, even more considering the confidence
region of 95 %. There is a big change in the slope of the model curve at 600 ◦C
due to the action of the two ODEs and their conversion coefficients. Using this
modeling technique makes it possible to capture this trend over the formation
of an intermediate phase, as seen in the case of zinc (Section 6.2.3). The R2

value for the desulfation of anhydrous iron (II) sulfate was 0.9994, indicating
an excellent agreement of the model with the experimental data.

DBD
PUC-Rio - Certificação Digital Nº 1812753/CA



Chapter 6. Results and discussion 79

400 500 600 700 800
0

0.2

0.4

0.6

0.8

1

Temperature (°C)

C
on

ve
rs

io
n

Experimental
Model

Figure 6.28: Experimental and model conversion of the thermal decomposition
of anhydrous iron (II) sulfate.

The individual conversions of the desulfation reactions (Equations 3-24
and 3-25) are shown in Figure 6.29. Until 600 ◦C, only the first desulfation
reactions seems to occur. At higher temperatures, the second reaction begins to
take place when the first reaction has almost reached its maximum conversion.

The TGA curves may help to understand the difference in the behavior
of the desulfation of the two sulfates. Even though both of them present an
intermediate phase in their decomposition, the transition between the phases
in much more evident in the case of zinc sulfate (Figure 6.18), where the
DTG curve clearly show two separate peaks. In the case of iron (II) sulfate,
the transition between phases in smoother, with the DTG curve showing two
peaks very close to one another, which may indicate that the transitions occur
faster when compared to zinc.
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Figure 6.29: Individual and global conversions of the decomposition reactions
of anhydrous iron (II) sulfate.

Figure 6.30 depicts the performance of the PSO for the desulfation
of anhydrous iron (II) sulfate. The behavior is similar to what was seen
in the cases of the aluminum-bearing compounds (Figure 6.11), and zinc
(Figure 6.21). The error decreases rapidly at first, reaching a local minimum
for a few iterations, and then shows a new great error decrease, leading to
a fine-tuning in follow-up iterations. The change in global best error value is
also evident in the sum of particles’ velocities. Right after the second error
decrease, the particles’ velocities increase significantly. This trend shows that
the particles begun to move to a new place in the search space, being attracted
towards the best particle in the flock.
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Figure 6.30: Progress of the parameter estimation (error and sum of particle’s
velocities) in each iteration for the desulfation of iron sulfate.

Table 6.10 shows the estimated kinetic parameters for the desulfation of
iron (II) sulfate using PSO. The activation energy regarding to the decom-
position of Fe2(SO4)3 is higher than the one concerning the decomposition of
FeSO4. This trend is expected as the first one decomposes at a higher temper-
ature than the latter. For the decomposition of iron (II) sulfate, the activation
energy found was 184 kJ.mol−1. The activation energy values found in the lit-
erature present a lot of variation, ranging from 106 kJ.mol−1 in the work of
Kolta and Askar84 and 619 kJ.mol−1 in the studies of Prasad.80–83 In a more
recent work, Kanari et al.66 reported an activation energy value 238 kJ.mol−1

using inert atmosphere. Therefore, the Ea obtained using PSO is in the same
range as the ones reported in the literature.

There is a lack of information in the literature concerning the reaction
order data. Huang et al.78 using different model-free equations reporting the
Prout-Tompkins with reaction order of 2.16 as the one with the highest
correlation coefficient. This value is very different from the one found using
PSO (first-order reaction). This difference could be due to the differences in
the modeling strategies employed.

Table 6.10: Estimated kinetic parameters for the desulfation of FeSO4 obtained
using PSO.

Reaction k0 (min−1) Ea (kJ.mol−1) n

Equation 3-24 6.69 × 1010 184 1.0
Equation 3-25 4.52 × 1014 264 1.0
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The kinetic data concerning the thermal decomposition of Fe2(SO4)3 is
also scarce. This happen due to the fact that most of the literature works
report the activation energy of iron oxysulfate (Fe2O(SO4)2), which can be
interpreted as a solid solution of iron (III) sulfate and hematite.

Nevertheless, there are some studies that reported the activation energy
of pure Fe2(SO4)3. All of them used the Arrhenius plot as the modeling tech-
nique to determine the activation energy of the thermal decomposition, which
uses isothermal runs to calculate the kinetic parameters. Kolta and Askar84

used a TG isothermal runs in air atmosphere and reported an activation en-
ergy of 106 kJ.mol−1, whereas Wu et al.85 used a similar approach but using
inert atmosphere, reporting 114 kJ.mol−1. Other authors25,52 stated that the
difference in the atmosphere composition affect the initial decomposition tem-
perature and also the activation energy.

Tagawa and Saijo59 determined the activation energy for the decomposi-
tion of Fe2(SO4)3 using isothermal runs of pellet samples. The atmosphere com-
position was high-purity nitrogen. In this case, the reported activation energy
was 211.8 kJ.mol−1, which is discordant with the works discussed previously.
This happen probably due to the use of pellets instead of powdered samples,
as it adds some diffusional effects that can affect mass and heat transfers, the
added resistance reflects in the increase in the activation energy values.

The activation energy estimated in the present work was 264 kJ.mol−1

for Fe2(SO4)3 decomposition. This value is far from the ones reported by the
literature, between 106 and 211.8 kJ.mol−1. However, it is worth mentioning
that the experimental conditions and modeling techniques were different. Non-
isothermal runs were used in the present work instead of the isothermal runs
from the authors in the literature.59,84,85 Furthermore, the modeling was also
different, with the estimation of three different kinetic parameters. Hence, it
is expected to observe different results, even though the same phenomena is
observed.

With the estimated kinetic parameters of the dehydration and desulfation
of iron (II) sulfate in hands, it is possible to model the process as a whole. First,
it is necessary to define the conversion weights considering 1.0 mole of a mixture
of 60 of % FeSO4 · 7 H2O and 40 % of FeSO4 · 4 H2O. The theoretical weight
losses and the wi values for every step in the decomposition are displayed in
Table 6.11.
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Table 6.11: Theoretical weight loss (wt.%) in each step of the decomposition
iron (II) sulfate heptahydrate.

Reaction Theoretical weight loss (wt.%) wi

Equation 3-15 12.48 0.181
Equation 3-16 21.12 0.307
Equation 3-17 7.04 0.102
Equation 3-24 7.27 0.106
Equation 3-25 20.89 0.304

Total 68.8 1.0

The complete decomposition of iron (II) sulfate heptahydrate is depicted
in Figure 6.31. The model agrees with most of the experimental as seen in
Figures 6.25 and 6.28. There is a notable deviation in the beginning of the
dehydration process, probably because the initial salt composition not being
well-defined. The R2 value in this case was 0.9993, showing an excellent fitting.
Moreover, the advantage of using the PSO in two sub-processes (dehydration
and desulfation) is that each estimation takes less time and computational
effort than optimizing the whole process at once.
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Figure 6.31: Experimental and model conversion of the thermal decomposition
of iron (II) sulfate heptahydrate.
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Conclusions

The thermodynamic simulations helped to understand the theoretical
possibilities of the reaction mechanisms. By performing simulations of the
equilibrium composition as a function of the temperature, it was possible
to know which solid phases and gaseous were probably present in the tests’
conditions, allowing the development of the mechanisms.

In the case of the aluminum-bearing compounds, it was noted that
pure aluminum sulfate decomposed at higher temperatures than potassium
alum, and the mixture of aluminum sulfate and potassium sulfate. This
behavior indicated that the presence of potassium sulfate may catalyze the
decomposition of aluminum sulfate.

By the graphical method, the activation energies were 264.4 kJ.mol−1 for
Al2(SO4)3, 233.1 kJ.mol−1 for KAl(SO4)2, and 209.3 kJ.mol−1 for the mixture
of Al2(SO4)3 and K2SO4. The apparent reaction order in all cases were close to
1.7. For the ODE method, the estimated activation energies were higher than
the ones of the graphical method but they were consistent as aluminum sulfate
showed the highest value (352.4 kJ.mol−1), followed by potassium alum (328.3
kJ.mol−1), and mixture of aluminum sulfate and potassium sulfate (296.3
kJ.mol−1). When using the ODE method, the reaction order was around 1.5
for potassium alum and mixture of sulfates, and 1.0 for pure aluminum sulfate.
This might indicate that potassium alum, and the mixture of sulfates may have
a similar decomposition mechanism, which cannot be seen in graphical method.
Moreover, the activation energy for both methods showed that the presence of
potassium sulfate reduced the activation energy in the decomposition.

The thermal runs of zinc sulfate showed that the salt did not decompose
in a single-step reaction. First, the salt decomposed into an intermediate phase
(zinc oxysulfate), and then into zinc oxide. This behavior makes it difficult to
use the graphical method, therefore only the ODE method was used. The
activation energy of the decomposition of ZnO · 2 ZnSO4 (367 kJ.mol−1) was
higher than the one related to the decomposition of ZnSO4 (272 kJ.mol−1).
Regarding the reaction orders, the decomposition of zinc sulfate was a second-
order reaction, and the decomposition of zinc oxysulfate was a first-order
reaction.

The three dehydration reactions presented increasing activation energies:
53.3 kJ.mol−1, 88.8 kJ.mol−1, and 124 kJ.mol−1. This behavior is expected as
there is crescent demand of energy to remove water molecules that may be

DBD
PUC-Rio - Certificação Digital Nº 1812753/CA



Chapter 7. Conclusions 85

within the molecular structure. The reaction order values were different from
one another: 1.65, 1.12, and 2.0. As for the desulfation, the decomposition
of anhydrous FeSO4 presented an activation energy of 184 kJ.mol−1, and the
intermediate phase (Fe2(SO4)3) had an activation energy of 264 kJ.mol−1. Both
reaction turned out to be of first-order.

The kinetic modeling technique developed using system of differential
equations, and PSO as an estimation tool was successful in simulating all the
sulfates systems. In all cases the R2 values were higher than 0.98, showing that
the ODE method had an excellent performance when comparing the model and
experimental values. Moreover, the proposed method was able to successfully
describe both simple and complex systems, which is not possible when using
the graphical method. In the present case, the desulfation of zinc sulfate, and
the dehydration and desulfation of iron (II) sulfate would probably yield not
very accurate results due to the difficulty in segmenting the different reactions
involved in these mechanisms.
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Future works

– Perform the TGA in dynamic heating rates to better segment certain
decomposition steps;

– Perform multiple TG runs in the same conditions to ensure experimental
reproducibility;

– Simultaneously optimize the 15 kinetic parameters of the iron (II) sulfate
system;

– Characterize (XRD and SEM/EDS) studied materials before and after
the decomposition to better give support for the mechanisms proposed;

– Apply the ODE method coupled with PSO in other systems. Use it in
other inorganic systems, such as other sulfates, carbonates, and nitrates,
as well as organic systems, such as biomass pyrolisis;

– Simulate the reaction mechanisms in computational fluid dynamics soft-
ware, such as COMSOL, using the estimated kinetic parameters to study
the diffusional aspects of the decomposition;

– Use the estimated kinetic parameters in runs with heating rates that
were not used in the estimation of the present work.

– Analyze the effect of each parameter and systematic errors in the model
by using more sensitive statistical analysis, such as the residual standard
deviation analysis.
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A
Mathematical models

A.1
Aluminum-bearing compounds

df

dt
= mn

0 (1 − f)nk0 exp
(

− Ea

RT

)
f(0) = 0

(A-1)

A.2
Zinc sulfate



df1

dt
= mn1

0,1(1 − f1)n1k0,1 exp
(

−Ea,1

RT

)
df2

dt
= mn2

0,2(1 − f2)n2k0,2 exp
(

−Ea,2

RT

)
−[

mn1
0,1(1 − f1)n1k0,1 exp

(
−Ea,1

RT

)]
f1(0) = f2(0) = 0

(A-2)

A.3
Iron(II) sulfate

A.3.1
Dehydration



df1

dt
= mn1

0,1(1 − f1)n1k0,1 exp
(

−Ea,1

RT

)
df2

dt
= mn2

0,2(1 − f2)n2k0,2 exp
(

−Ea,2

RT

)
−[

mn1
0,1(1 − f1)n1k0,1 exp

(
−Ea,1

RT

)]
df3

dt
= mn3

0,3(1 − f3)n3k0,3 exp
(

−Ea,3

RT

)
−[

mn2
0,2(1 − f2)n2k0,2 exp

(
−Ea,2

RT

)]
f1(0) = f2(0) = f3(0) = 0

(A-3)
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A.3.2
Desulfation



df1

dt
= mn1

0,1(1 − f1)n1k0,1 exp
(

−Ea,1

RT

)
df2

dt
= mn2

0,2(1 − f2)n2k0,2 exp
(

−Ea,2

RT

)
−[

mn1
0,1(1 − f1)n1k0,1 exp

(
−Ea,1

RT

)]
f1(0) = f2(0) = 0

(A-4)
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B
Confidence regions

B.1
Aluminum sulfate
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Figure B.1: Confidence region of the optimization of the thermal decomposition
of aluminum sulfate: (a) Ea vs. n; (b) k0 vs. n; (c) k0 vs. Ea.
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B.2
Potassium alum
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Figure B.2: Confidence region of the optimization of the thermal decomposition
of potassium alum: (a) Ea vs. n; (b) k0 vs. n; (c) k0 vs. Ea.
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B.3
Mixture of potassium and aluminum sulfates
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Figure B.3: Confidence region of the optimization of the thermal decomposition
of mixture of sulfates: (a) Ea vs. n; (b) k0 vs. n; (c) k0 vs. Ea.
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B.4
Zinc sulfate
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Figure B.4: Confidence region of the optimization of the thermal decomposition
of zinc sulfate: (a) Ea vs. n; (b) k0 vs. n; (c) k0 vs. Ea.
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Figure B.5: Confidence region of the optimization of the thermal decomposition
of zinc oxysulfate: (a) Ea vs. n; (b) k0 vs. n; (c) k0 vs. Ea.
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B.5
Iron sulfate
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Figure B.6: Confidence region of the optimization of the thermal decomposition
of iron sulfate heptahydrate: (a) Ea vs. n; (b) k0 vs. n; (c) k0 vs. Ea.
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Figure B.7: Confidence region of the optimization of the thermal decomposition
of iron sulfate tetrahydrate: (a) Ea vs. n; (b) k0 vs. n; (c) k0 vs. Ea.
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Figure B.8: Confidence region of the optimization of the thermal decomposition
of iron sulfate monohydrate: (a) Ea vs. n; (b) k0 vs. n; (c) k0 vs. Ea.
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Figure B.9: Confidence region of the optimization of the thermal decomposition
of iron sulfate: (a) Ea vs. n; (b) k0 vs. n; (c) k0 vs. Ea.
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Figure B.10: Confidence region of the optimization of the thermal decomposi-
tion of iron oxysulfate: (a) Ea vs. n; (b) k0 vs. n; (c) k0 vs. Ea.
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C
PSO codes

– PSO_estimation.py: Python script that estimates the unknown param-
eters. The number of particles, maximum number of iterations, the tol-
erance, and the lower and upper boundaries are defined before entering
the PSO call. The PSO function defines all the initial estimation pa-
rameters (acceleration coefficients, and initial inertia weight coefficient).
When one criteria stop is met (number of iterations or tolerance), the
PSO function returns the best particle’s position (best parameters esti-
mation), the iteration in which the best result was obtained, the lowest
objective function error value, and the information of the best particles
throughout the estimation process.

1 import matplotlib . pyplot as plt
2 import numpy as np
3 import time
4 import random
5 import os
6 import sys
7 from Organized_PSO_form import decomp_reac
8 from Report import *
9

10 random .seed(time.time () **2.0)
11

12 def PSO(func , XMinMax , tol , number_of_particles , itmax ,
exp_time , exp_conversion ):

13

14 global confidence_region , vet_error , vet_it , vet_speed
15

16 # Constants
17 n = number_of_particles # number of particles
18 x_min = XMinMax [:, 0] # array of minimuns
19 x_max = XMinMax [:, 1] # array of maximuns
20 tot_param = len(x_min) # number of parameters
21 w_initial = 0.9 # initial inertia
22 w_final = 0 # final inertia
23 c1 = 1 # acceleration coefficient
24 c2 = 1 # acceleration coefficient
25 particle_pos = np.zeros ((n, tot_param )) # Position of

each particle
26 best_ind_pos = np.zeros ((n, tot_param )) # Best position

for each particle
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27 best_ind_value = np.zeros(n) # Best function value for
each particle

28 particle_speed = np.zeros ((n, tot_param )) # Will be
initially keept 0

29 confidence_region = np.empty(shape =[0, tot_param +1])
30

31 vet_error = np.zeros(itmax)
32 vet_speed = np.zeros(itmax)
33 vet_it = np.zeros(itmax)
34

35 best_particle_pos_hist = np.zeros (( itmax , tot_param ))
36 print(’STARTED ’)
37 print(’DEFINING INITIAL CONDITIONS ’)
38 # Initial condition for each particle
39 for k in range (0, n):
40 for i in range (0, tot_param ):
41 lambda_rand = random . random ()
42 particle_pos [k, i] = x_min[i]
43 + lambda_rand * (x_max[i] - x_min[i])
44 best_ind_pos [k, i] = particle_pos [k, i]
45

46 # Could have put another line to change particles ’
initial speed

47

48 best_particle_pos = particle_pos [0]
49 # Best global position initial value
50 best_value = func( best_particle_pos ) # Best global value

initial value
51

52 print(’INITIAL BEST VALUE SEARCH STARTED ’)
53

54 # Defining the individual best value for each particle
and the global best initial position /value

55 for k in range (0, n):
56 best_ind_value [k] = func( particle_pos [k])
57 if best_ind_value [k] < best_value : # < because it is

intended to find the minimum value of the function
58 best_particle_pos = particle_pos [k]
59 best_value = best_ind_value [k]
60 evaluation = 10
61 print(’GLOBAL SEARCH STARTED ’)
62 # Global minimum search
63 for i in range (0, itmax):
64 os. system (’cls ’ if os.name == ’nt’ else ’clear ’)
65 print(’previous evaluation : %f of %f tolerance ’ % (

evaluation , tol))
66 print(’Current best error value = ’, best_value )
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67 print(’Current best position = ’, 10**
best_particle_pos )

68 print(’%i of at most %i’ % (i + 1, itmax))
69

70 w = w_initial + ( w_final - w_initial ) * (i / itmax)
71

72 for k in range (0, n):
73 sys. stdout .write(’\ rProcessing Particle ’ + str(k

+ 1) + ’ of ’ +
74 str(n))
75 for j in range (0, tot_param ):
76 lambda_rand = random . random ()
77 mu_rand = random . random ()
78 particle_speed [k, j] = w * particle_speed [k,

j]
79 + c1 * lambda_rand * ( best_ind_pos [k, j]

- particle_pos [k, j])
80 + c2 * mu_rand * ( best_particle_pos [j] -

particle_pos [k, j])
81 particle_pos [k] = particle_pos [k] +

particle_speed [k]
82 for j in range (0, tot_param ):
83 if particle_pos [k, j] > x_max[j]:
84 particle_pos [k, j] = x_max[j]
85 particle_speed [k, j] = 0
86 if particle_pos [k, j] < x_min[j]:
87 particle_pos [k, j] = x_min[j]
88 particle_speed [k, j] = 0
89 f_value = func( particle_pos [k])
90 array = np.zeros( tot_param +1)
91

92 for l in range( tot_param ):
93 array[l] = particle_pos [k, l]
94

95 array[ tot_param ] = f_value
96 confidence_region = np. append ( confidence_region ,

array)
97 confidence_region = confidence_region . reshape (int

(np.size( confidence_region , 0) / ( tot_param +1)), (
tot_param +1))

98 if f_value < best_ind_value [k]: # < because it
is intended to find the minimum value of the function

99 best_ind_value [k] = f_value
100 best_ind_pos [k] = particle_pos [k]
101 if f_value < best_value : # < because it is

intended to find the minimum value of the function
102 best_value = f_value
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103 best_particle_pos = np.array( particle_pos [k])
104 #print (10 ** best_particle_pos , best_value , i

) # tests puropse
105 evaluation = sum(sum(abs( particle_speed )))
106 vet_error [i] = best_value
107 vet_speed [i] = evaluation
108 vet_it [i] = i
109

110 best_particle_pos_hist [i, :] = best_particle_pos
111 if ( evaluation < tol):
112 break
113 sys. stdout .flush () # cleans print last line
114 return best_particle_pos , i, best_value ,

best_particle_pos_hist
115

116 global expData
117

118 initialTime = time. process_time ()
119 expDataPartial = np. loadtxt (’Experimental / expFile .txt ’,
120 dtype=float ,
121 unpack =True)
122 m, n = expDataPartial .shape
123

124 temperatureExp = expDataPartial [0, :] + 273.15
125 timeExp = expDataPartial [1, :]
126 conversionExp = np.zeros(n, dtype=np. float64 )
127 for i in range(n):
128 conversionExp [i] = ( expDataPartial [2, i] - expDataPartial

[2, 0]) / (
129 expDataPartial [2, -1] - expDataPartial [2, 0])
130 if conversionExp [i] < 0:
131 conversionExp [i] = 0
132 if conversionExp [i] > 1:
133 conversionExp [i] = 1
134

135 def Fobj( estParams ):
136 func_parameteres = np.array ([10 ** estParams [0], 10 **

estParams [1], 10 ** estParams [2])
137 obj_func_error = decomp_reac ( func_parameteres , timeExp ,

conversionExp )
138 return obj_func_error
139

140

141 # PSO Parameters
142 tol = 1.e-1
143 itmax = 500
144 number_of_particles = 45
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145

146 # PSO Call
147 bounds = np.array ([[1e4 , 1e20], [1.e2 , 1.e5], [1.0 , 2.0]])
148 MinMaxMatrix = np.log10( bounds )
149 Results = PSO(Fobj , MinMaxMatrix , tol , number_of_particles ,

itmax , timeExp , conversionExp )
150 estimated_variables = Results [0]
151 procTime = time. process_time () - initialTime
152 print(’Estimation prossessing time = %f seconds ’ % procTime )
153

154 nPar = 3
155 Nexp = 1
156 NVSai = 17
157 NVEnt = 1
158 GL = float(Nexp*NVSai - nPar)
159 fopt = Results [2]
160 print(’GL = ’,GL)
161

162 alpha = 0.05
163

164 xopt = estimated_variables
165

166 report (Nexp , NVEnt , NVSai , nPar , GL , alpha , fopt , xopt)
167 report_pso (vet_error , vet_it , vet_speed , itmax)
168 report_confidence_region (nPar , fopt , GL , alpha ,

confidence_region )

– Organized_PSO_form.py: Python script that represents the simulation
of given parameter set. The ’decomp_reac’ function is called every time
a particle is evaluated in the PSO function in the ’PSO_estimation.py’
script. Moreover, the ’reac’ function represents the set of differential
equations of the studied system. The ’decomp_reac’ function returns
the objective function error correspondent to a set of parameters.

1 import numpy as np
2 import os
3 import sys
4 from scipy. integrate import ode
5 import matplotlib . pyplot as plt
6

7 def reac(t, Y, params ):
8 R = 8.314
9 T = 10.02204373 * t + 21.37484961 + 273.15

10 m0 = 5.5
11
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12 dy = np.zeros (1)
13 dy [0] = params [0] * m0 **( params [2] - 1) * (1 - Y[0]) **

params [2] * np.exp(
14 -params [1] / (R * T))
15 return dy
16

17 def decomp_reac (est_params , t_exp , f_exp , temp_exp ,
plot_decision ):

18

19 t0 = t_exp [0] # [min] reaction initial time
20 tf = t_exp [-1] # [min] reaction end time
21 tArray = np. arange (t0 , tf , 0.05) #np. linspace (t0 , tf , Nt

) # Time vector
22 Nt = len( tArray )
23

24 NInputVar = 1 # number of input variables
25 InputVar = np.zeros( NInputVar ) # input variables vector

for integration
26

27 InputVar [0] = 0.0
28

29 YY = np.zeros(NInputVar , dtype=float)
30 YY = ode(reac). set_integrator (’dopri5 ’). set_f_params (

est_params )
31 YY. set_initial_value (InputVar , t0)
32 Y = np.zeros (( int(Nt), len(YY.y)), dtype=float)
33 dt = (tf - t0) / (Nt) #[min] integration interval
34 j = 0
35

36 while YY. successful () and YY.t < tf and j < Nt:
37 for k in range(len(YY.y)):
38 if YY.y[k] < 0:
39 YY.y[k] = 0.0
40 Y[j, :] = YY.y[:]
41 j = j + 1
42

43 if (YY.t > 10000) :
44 os. system ("PAUSE")
45

46 YY. integrate (YY.t + dt)
47

48 conversion_calc = Y[:, 0]
49 error = 0
50 j = 0
51 f_calc = []
52 for i in range (0, len( tArray )):
53 if (j < len(t_exp)):
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54 if (abs( tArray [i] - t_exp[j]) < 1.e -2):
55

56 error += ( conversion_calc [i] - f_exp[j]) **2
57 j = j + 1
58 return error

– Report.py: Python script called after the estimation process is completed.
The ’report’ function performs the statistical evaluation of the estima-
tion. The ’report_pso’ function creates a text file containing all the infor-
mation regarding the swarm (error and sum of velocity) at each iteration.
The ’report_confidence_region’ function creates a text file with the co-
ordinates of the particles which are within a confidence level previously
defined.

1 from scipy.stats import f
2 from scipy import stats # Statistical functions
3 import os
4 import numpy as np
5

6 def report (Nexp , NVEnt , NVSai , nPar , GL , alpha , fopt , xopt):
7 file = " Report_aluminum_sulfate .txt"
8 fileR = open(file , ’w’)
9 fileR.write(’ PARAMETER ESTIMATION REPORT

\n’)
10 fileR.write(’\n’)
11 fileR.write(’\n’)
12 fileR.write(’Number of Experiments :’)
13 fileR.write("%i\n" % Nexp)
14 fileR.write(’Number of Inlet Variables :’)
15 fileR.write("%i\n" % NVEnt)
16 fileR.write(’Number of Outlet Variables :’)
17 fileR.write("%i\n" % NVSai)
18

19 fileR.write(’ \n’)
20 fileR.write(’Number of Measured Data Types:’)
21 fileR.write("%i\n" % NVSai)
22 fileR.write(’ \n’)
23 fileR.write(’Fobj:’)
24 fileR.write("%12.8f\n" % fopt)
25 fileR.write(’Chi2 Upper:’)
26 fileR.write("%8.2f\n" % stats.chi2.ppf ((1. e0 + alpha) /

2.e0 , GL))
27 print(’CHI2 < Fopt < CHI2 ’)
28 print(stats.chi2.ppf ((1. e0 - alpha) / 2.e0 , GL), fopt ,
29 stats.chi2.ppf ((1. e0 + alpha) / 2.e0 , GL))
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30 fileR.write(’Chi2 Lower:’)
31 fileR.write("%8.2f\n" % stats.chi2.ppf ((1. e0 - alpha) /

2.e0 , GL))
32 fileR.write(’ \n’)
33

34 fileR.write(’Estimate Parameters \n’)
35 fileR.write(" Param \n")
36 for i in range (0, nPar):
37 P = np.array ([ xopt[i]])
38 fileR.write("%12.6e\n" % (xopt[i]))
39 fileR.write(’\n’)
40 fileR.write(’\n’)
41 fileR.close ()
42

43 def report_pso ( error_array , iteration_array , velocity_array ,
max_it ):

44 PSO_data = np.zeros (( max_it ,3))
45 PSO_data [: ,0] = np. transpose ( iteration_array )
46 PSO_data [: ,1] = np. transpose ( error_array )
47 PSO_data [: ,2] = np. transpose ( velocity_array )
48 np. savetxt (’PSO_process_sulfate_mixture .txt ’,PSO_data ,

delimiter = ’,’, fmt=’%.8f’)
49

50 def report_confidence_region (nPar , fopt , GL , alpha ,
confidence_region ):

51 print(’========================= ’)
52 print(’CONFIDENCE REGION ’)
53 print(’========================= ’)
54

55 np. savetxt (’RC0_aluminum_sulfate .txt ’,confidence_region ,
delimiter = ’,’)

56 D_FIN = f.ppf (1-alpha , float(nPar), GL)
57 FReg = fopt * (1. e0 + float(nPar) / GL * D_FIN)
58 RC = np.empty(shape =[0, nPar ])
59

60 for i in range (0, len( confidence_region )):
61 if confidence_region [i,nPar] < FReg:
62 array = np.zeros(nPar)
63 for j in range (0, nPar):
64 array[j] = confidence_region [i, j]
65 RC = np. append (RC , array)
66 RC = RC. reshape (int(np.size(RC , 0) / nPar), nPar)
67 np. savetxt (’RC_aluminum_sulfate .txt ’,RC , delimiter = ’,’)
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