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Abstract

Brito, Matheus Hoffmann; Ayala, Helon Vicente Hultmann (Advi-
sor); Kassar, Bruno de Barros Mendes (Co-Advisor). Predicting
dry gas seals reliability with machine learning techniques
developed from scarce data. Rio de Janeiro, 2022. 102p. Dis-
sertação de mestrado – Departamento de Engenharia Mecânica,
Pontifícia Universidade Católica do Rio de Janeiro.
The correct equipment operation in the Oil and Gas industry is

essential to reduce environmental, human, and financial losses. In this
scenario, dry gas seals (DGS) of centrifugal compressors were studied,
as they are identified as the most critical device due to the extent of
the potential damage caused by their failure. In this study, 31 regression
models available at Scikit-Learn were developed using machine learning
(ML) techniques. They were trained with a scarce dataset, created based
on a design of experiment technique, to replace numerical simulations
in predicting the operational reliability of DGSs. First, a model based
on Computational Fluid Dynamics (CFD) simulation was validated to
represent the gas flowing between the sealing faces, to enable the calculation
of the equipment’s operational reliability. Thus, the open-source CFD
software OpenFOAM was used together with the substance database of
the software REFPROP, to allow the user to define the gas mixture and
the evaluated operational conditions. Then, two case studies were carried
out following a proposed generic workflow. The first comprised determining
a regression model to estimate the reliability of a DGS whose mixture
composition (composed of methane, ethane, and octane) is fixed but its
operating conditions can vary. The second consisted of determining a more
robust regressive model, where both the mixture composition and the
operational conditions can vary. Finally, the feasibility of implementing both
models under realistic operating conditions was evaluated, based on the
infinity norm obtained for the prediction of the test set. The performances
achieved were 1.872 °C and 6.951 °C for the first and second case studies,
respectively.

Keywords
Dry gas seals; Machine learning; Computational fluid dynamics;

OpenFOAM; REFPROP.
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Resumo

Brito, Matheus Hoffmann; Ayala, Helon Vicente Hultmann; Kas-
sar, Bruno de Barros Mendes. Previsão de confiabilidade de
selos secos a gás com técnicas de machine learning desen-
volvido a partir de dados escassos. Rio de Janeiro, 2022. 102p.
Dissertação de Mestrado – Departamento de Engenharia Mecânica,
Pontifícia Universidade Católica do Rio de Janeiro.
A correta operação de equipamentos na indústria de Óleo e Gás é fun-

damental para a reduzir perdas ambientais, humanas e financeiras. Neste
cenário, foram estudados selos secos a gás (em inglês,DGS) de compressores
cetrífugos, por serem identificados como os mais críticos devido à extensão
dos danos potenciais causados em caso de falha. Neste estudo, foram de-
senvolvidos 31 modelos regressivos disponíveis no Scikit-Learn através de
técnicas de aprendizado de máquina (em inglês, ML). Estes foram treina-
dos com um conjunto de dados escassos, criado a partir de uma técnica de
planejamento de experimentos, para substituir simulações numéricas na pre-
visão de confiabilidade operacional de DGSs. Primeiramente, foi validado
um modelo baseado na simulação da Dinâmica dos Fluidos Computacio-
nais (em inglês, CFD) para representar o escoamento do gás entre as faces
de selagem, a fim de possibilitar o cálculo da confiabilidade operacional
do equipamento. Neste, foi utilizado o software de CFD de código aberto
OpenFOAM em conjunto com o banco de dados de substâncias do software
REFPROP, a fim de possibilitar ao usuário definir a mistura gasosa e as
condições operacionais avaliadas. Em seguida, foram realizados dois estudos
de caso seguindo um fluxograma genérico de projeto proposto. O primeiro
consistiu na determinação de um modelo regressivo para estimar a confiabi-
lidade de um DGS cuja composição gasosa (composta por metano, etano e
octano) é fixa porém suas condições operacionais podem ser alteradas. Já o
segundo consistiu na determinação de um modelo regressivo mais robusto,
onde tanto a composição gasosa como as condições operacionais podem ser
alteradas. Por fim, foi avaliada a viabilidade de implementação de ambos os
modelos em condições reais de operação, baseado na norma infinita obtida
para a predição do conjunto de teste. As performances atingidar foram de
1.872 °C e 6.951 °C para o primeiro e segundo estudos de caso, respectiva-
mente.

Palavras-chave
Selo seco a gás; Aprendizado de máquina; Dinâmica dos fluidos

computacional; OpenFOAM; REFPROP.
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Essentially, all models are wrong, but this one
is useful.

George E. P. Box, 1987 (adapted), .
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1
Introduction

The Oil and Gas (O&G) industry is one of the most profitable and
dangerous, responsible for providing the most used fuel in the world, petroleum
[1]. Nevertheless, there may be failures in the oil extraction and refining
processes, leading to environmental, human, and financial losses [2]. In order
to mitigate these risks, the use of Artificial Intelligence (AI) has become
increasingly widespread in the area [3]. In the study [4], three scenarios are
prospected regarding adherence to the use of AI in the O&G industry in the
next ten years, both to improve operational safety issues and to optimize
equipment performance. Considering the worst scenario is not using any AI
technique, the realistic one presented in [4] expects a cost reduction of 10 to
15 %, but in the optimistic scenario, it would be possible to reduce up to 40
or 50 %.

In several stages of the oil extraction and refining process, it is necessary
to increase the pressure of the transported fluid due to the pressure drop in
the lines [5, 6]. Centrifugal compressors are widely used to this end due to
their size, weight, and low energy consumption [6]. Among the components of
a compressor, dry gas seals (DGS) were identified as the most critical, given
the extent of damage caused after the failure of the equipment as a whole and
for generally failing earlier than expected, culminating in higher costs [7].

1.1
Literature review

The DGS systems, represented in Figure 1.1, are essential components
for sealing rotating equipment, preventing the process gas from going into
the atmosphere [2, 8]. These emerged as an alternative to mechanical seals to
provide fewer contamination rates with the process gas and enable operation
under high pressures, and rotations [9, 10]. The equipment is composed of
two parallel faces, one of which rotates – the rotor – as it is attached to
the compressor shaft, while the other remains still - the stator face. The
fluid that passes between the sealing faces goes from the outer to the inner
radius of the component. The rotating face has grooves that do not extend
over the entire face, thus being responsible for an abrupt flow area reduction.
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Chapter 1. Introduction 17

As a consequence, a pressure barrier appears and reduces gas leakage to the
environment while ensuring the system’s lubrication [5,9–11]. Another effect is
the axial displacement of the stator, which compresses a set of parallel springs
behind its face until an equilibrium between the inner and outer pressures and
the springs’ forces is reached, generating a clearance between 3 to 5 µm [10,12].

Figure 1.1: Schematic of a DGS (adapted from [5]) explaining the main
components of the system (rotor, stator, shaft, and spring), the inlet (process
gas) and outlet (atmosphere) of the gas in the compressor, and the control
volume analyzed.

The grooves on the rotor face can have different geometries, directly
influencing the fluid flow and, therefore, the system’s performance [5]. The
geometry types are characterized as unidirectional and bidirectional. Unidi-
rectional geometries are only able to create the pressure barrier when the seal
rotates in a particular direction, while bidirectional geometries can operate ad-
equately when rotating in any direction [5,10]. In the study presented in [13],
it is proven that, when reversing the rotation of an unidirectional seal, the
influence of the groove on the pressure distribution inside the system becomes
negligible, unlike what would occur when using a bidirectional fashion.

In the study presented in [2], a set of 194 dry gas seals, unidirectional
and bidirectional, were evaluated in their operating conditions until failure
due to different reasons. The highest failure cause presented was supply con-
tamination, with 43 % of the cases, and 64 % of these were due to liquid
contamination. Liquid contamination consists of liquid formation between the
equipment’s faces, generating instability in the pressure barrier that guaran-
tees non-contact between the faces. In order to reduce this risk, American
Petroleum Institute [14] requires that the gas entering the sealing system shall
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Chapter 1. Introduction 18

be at least 20 °C above the composition’s dew point. Furthermore, this tem-
perature margin shall be satisfied inside the entire seal. Figure 1.2 shows the
saturation curve of a gaseous composition and the steam curve of this gas
shifted by 20 °C to the right. Thus, any point inside the DGS must be to the
right of the green curve shown in the figure. In order to adequately reproduce
the physical behavior between the sealing faces, the use of computational fluid
dynamics (CFD) simulations is recommended [10].

Figure 1.2: Operating limit required by the standard [14].

The fluid that passes between the sealing faces comes from the discharge
or specific locations of the compressor, and its composition, mainly composed of
carbon chains, may vary depending on the application of the equipment [2,15].
Before going to the DGS, the fluid passes through a device (heater) that
can increase its temperature in order to guarantee the requirements set out
in [14]. Figure 1.3 shows the historical record of measurements of the molar
concentration of gas components, measured by chromatography, over more
than two years. In this, it is possible to verify that there are variations in the
concentrations, which may imply unsafe equipment operation.

DBD
PUC-Rio - Certificação Digital Nº 2012361/CA



Chapter 1. Introduction 19

Figure 1.3: Historical composition of a standard platform. It is represented
the two carbon chains with the highest molar concentration (methane and
ethane) and the highest significant carbon chain (octane) observed in the
chromatography.

Due to the complexity and high cost associated with carrying out
experiments to obtain data regarding the behavior of DGSs following the
norm [16], there are few published studies with this type of information. Table
1.1 has the authors evaluated whether their respective research had: geometric
or operational optimization; development of experimental data; if, in case of
numerical simulations, the data were compared with experimental data, even
if not from the author himself; gas composition.

Table 1.1: Summary of contributions from studies on DGSs.

Reference Author Optimize parameters? Experimental data? Compare with experimental data? Gas composition

[11] Gabriel (1994) No Yes No Air
[17] Liu et al. (2004) Yes No No -
[18] Zheng (2005) Yes Yes Yes Air
[19] Zhou et al. (2007) Yes No No Air
[10] Ojile (2009) Yes No Yes Air
[20] Jing et al. (2012) No No Yes Air
[21] Kolomoets et al. (2012) No Yes No Air
[13] Shahin et al. (2013)(a) No No Yes Air
[22] Shahin et al. (2013)(b) No No Yes Air
[23] Wang et al. (2013) No No Yes Air
[12] Ding et al. (2016) No Yes Yes Air
[9] Fairuz et al. (2016) No No Yes SCO2

[24] Ma et al. (2016) No No No N2

[25] Wang et al. (2017) No Yes Yes Air
[26] Wang et al. (2018) No No No Air
[27] Du et al. (2018) No No Yes Air and SCO2

[15] Kassar et al. (2020) No No Yes Hydrocarbon mixture
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Chapter 1. Introduction 20

The study presented in [11] was an experimental research conducted to
analyze the dynamic behavior of dry gas seals with spiral grooves (unidirec-
tional). The authors evaluated the influence of different aspects of the DGS,
such as the clearance between faces, the material, and possible deformations,
using air as the product gas. The following information is available in the
research: pressure distribution along the radius for different clearances; gas
leakage from the sealing outlet; lift force on the stator face to ensure static
balance. As one of the first of this field’s analyses, its results are commonly
used as a benchmark to validate the computational models developed.

In the research presented in [17], different layouts of DGSs with spiral
grooves were evaluated and their influence on the following aspects: opening
force, leakage, and energy consumption. A reduced axisymmetric domain was
used to reduce the computational cost of CFD simulations, a feature used in all
analyzed publications using a numerical model. A laminar flow was considered,
assuming incompressible gas and a developed flow. Four different layouts were
evaluated under the same operating conditions, and it was found that with
increasing gas film thickness, there is a tendency to decrease the opening
force and energy consumption and increase leakage. Parametric optimization
of geometric factors linked to the groove design was performed using the most
common layout in operations to maximize the opening force performed on the
seal face, but the performance gain compared to the previous configuration is
not presented.

In the article [18], the results obtained from a simplified 2D model
and a complete 3D model were compared. A laminar flow was considered,
assuming an incompressible gas and a developed flow. First, the two models
were compared, and it was verified that the 2D representation was sufficient
to reproduce the 3D model. Then, a parametric optimization was performed
to define the spiral groove’s best geometric characteristics that maximize the
opening force. With the new geometry established, an increase of about 30 %
in the performance of the equipment was achieved.

The study [19] presents the results of the parametric optimization of a
spiral groove in order to maximize its efficiency, defined as the ratio between
the lift force and the leakage. The airflow inside the seal was evaluated
under the hypothesis of a real gas, incompressible fluid, laminar, and fully
developed flow. The author considered the deformation on the seal faces
due to temperature, and for that, it was used an artificial neural network
(ANN) where the network input is the heat flux in the domain cells, and
the output is the axial deformation. This representation proved robust to
replace the Computer-Aided Engineering (CAE) model and considered more
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computationally efficient. Then, the parametric optimization of the seal layout
was performed, obtaining an increase of 25 % in its efficiency.

The study presented in [10] is divided into two stages. In the first one,
the airflow inside the seal was evaluated under the assumption of ideal gas,
compressible fluid, turbulent flow following the fully developed k − ω Shear
Stress Transport (SST) model. Different groove geometries were evaluated,
and lift force and leakage were compared for different operating conditions.
This step concluded that the spiral groove is the most efficient. The second
contribution was creating an optimization model based on genetic algorithms
to optimize the different variables related to sealing geometry to maximize its
efficiency. In this one, the Halton [28] design of experiments (DoE) technique
was used to create the dataset to train the model. As a result, it was possible
to obtain a geometry 20 % more efficient, proving that the procedure followed
by the author was able to generate a robust model.

In [21], experimental tests were carried out in a DGS with spiral grooves
to evaluate the reliability in aeronautical use. Despite being a different appli-
cation from the proposal in this research, it is possible to obtain important
information about the types of sensors used in operation. Based on this infor-
mation, it is possible to evaluate the measurement errors for each variable of
interest according to the used sensor and stipulate threshold errors for predic-
tive models.

In the article [20], the opening force and leakage obtained by [11] for
different clearances assuming laminar and k − ϵ Re-Normalisation Group
(RNG) turbulence model were compared. The airflow inside the seal was
evaluated under the hypothesis of an ideal gas, compressible fluid, and fully
developed flow. The author concluded that as the clearance increased, the
influence of the groove was attenuated, reducing the lift force and increasing
leakage, as expected. In addition, it also concluded that when using the
turbulence model in the flow calculation for small clearances, there was an
overestimation of the pressure field and consequently of the force on the stator,
and a decrease in leakage when compared with laminar flow. However, despite
being different, both results remained close to those obtained by [11], with
errors lower than 5 %. Thus, the conclusion was that it is recommended to use
a turbulence model when the clearance is higher than 3 µm, and to assume a
laminar flow for smaller gas films.

In the research presented in [22], the behavior of pressure and tempera-
ture fields was evaluated under different operating conditions assuming differ-
ent flow regimes: laminar, k − ϵ RNG and the Large Eddy Simulation (LES)
turbulence models. The airflow inside the seal was evaluated under the hypoth-
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esis of an ideal gas, incompressible fluid, and fully developed flow. The result
obtained was that, for the same mesh refinement, the laminar flow hypothesis
is more adherent to the experimental results of [11]. Furthermore, with a de-
crease in the clearance between the faces, there was an increase in the pressure
and temperature gradients.

In the study presented in [23], the hypothesis of turbulent flow is
evaluated, using the k−ω SST model, when comparing with the experimental
data presented in [11]. The airflow inside the seal was evaluated under the
hypothesis of an ideal gas, incompressible fluid, and fully developed flow. First,
it was found that the Reynolds number remained low even at high speeds due to
the simultaneous increase in viscosity. In addition, it was found that for higher
clearances, the use of turbulence models was recommended, corroborating [20].

In [12], the temperature was measured at three different points of a DGS
with spiral grooves. In this study, the author aims to validate the temperature
values obtained through a mathematical model with those obtained experimen-
tally. Airflow inside the seal was evaluated under the hypothesis of ideal gas,
compressible fluid, laminar, and fully developed flow. This model estimated
the temperature with errors less than 0.5 °C for all three points, proving its
reliability. It is important to note that the type of sensor used in this study
was the same used in [21], a chromel-alumel thermocouple (type K). Thus,
this study becomes an essential reference to help define temperature boundary
conditions.

In the research presented in [9], the behavior of a DGS was evaluated
for different temperatures under the hypothesis of ideal and real gas. The
authors used the REFPROP software database, released by the NIST (National
Institute of Standards and Technology) [29, 30], to calculate the real fluid’s
thermodynamic properties. The supercritical carbon dioxide (SCO2) flow
inside the seal was evaluated under the hypothesis of compressible fluid, k−ω

SST turbulence model, and fully developed flow. The authors concluded that
when comparing the pressure and temperature fields under ideal gas and real
gas hypotheses for two different inlet temperatures (370 and 740 K), it can
be seen that for the lowest temperature, there is a divergence between the
results, which does not occur at the highest temperature. The distribution
of the specific mass values under the same conditions has a disparity only
when the inlet temperature is 370 K. This is due to the combination of inlet
pressure and temperature in the seal being close to the phase change curve of
the gas, where the ideal gas hypothesis is not valid. In conclusion, the author
recommends using the real gas hypothesis to obtain more reliable results.

In the article [24], the effects of the flow of N2 (dinitrogen) in a DGS with
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T grooves (bidirectional) under different inlet pressures and rotations were
evaluated. The flow inside the seal was investigated under the hypothesis of
real gas, compressible fluid, laminar, and fully developed flow. An important
conclusion obtained in this article was that the temperature field becomes
more sensitive to operational changes when subjected to pressures below 1
MPa. Furthermore, it is possible to see from the study results that there is
an abrupt drop in temperature in the region of the seal’s inner radius, as
observed in [13, 22]. This effect is expected due to the pressure drop to near
atmospheric and, consequently, the gas temperature is also decrease due to the
Joule-Thompson effect [5].

In the study presented in [25], the results obtained through experiments
and computer simulations of a DGS with T grooves operating at low speeds
were compared. The airflow inside the seal was evaluated under the hypothesis
of ideal gas, compressible fluid, laminar, and fully developed flow. The investi-
gated parameters were the opening force and the gas leak in the seal. For such,
the proposed model has good adherence to the results. The author warns that
there may be contact between the faces depending on the operating speed due
to low lift force. To ensure the system’s reliability, ranges of values are given
for the number of grooves (10 to 16), groove depth (4 to 6 µm), and gas film
thickness (2 to 4 µm). However, it is worth to mention that these recommen-
dations are applicable in operations with rotation lower than 6000 RPM, the
evaluated limit value, which may vary when subjected to higher rotations.

In [26], the orientation and magnitude of roughness on the upper wall of
the T groove were evaluated. Airflow inside the seal was assessed under the
hypothesis of an ideal gas, incompressible fluid, laminar, and fully developed
flow. The opening force and leakage were evaluated for different clearances in
grooves with and without roughness. The author concluded that roughness in
the correct orientation could increase the opening force and decrease leakage
under the same operating conditions. It is also evidenced that, as the clearance
increases, this effect is attenuated, corroborating the conclusions presented
in [11,20].

The research presented in [27] compares the influence of gas film thick-
ness, inlet pressure, and inlet temperature on opening force, leakage, and pres-
sure and temperature gradients for two fluids, air and SCO2. The flow inside
the seal was evaluated under the hypothesis of a real gas, compressible fluid,
laminar, and fully developed flow. First, it was concluded that the SCO2 flow
is more sensitive to temperature, pressure differential, opening force, and leak-
age changes than the airflow. As the inlet pressure increases, it is verified that
the pressure and temperature differentials decrease, and the opening force and
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leakage tend to increase for both air and SCO2. Furthermore, when evaluating
the influence of the clearance for the two fluids, it is noticed that there is a ten-
dency to obtain the same pressure distribution along the radius, corroborating
with [11,20,26].

In the article [15], the reliability of a given operational condition is eval-
uated, where the evaluated fluid is a mixture composed of 13 components,
mainly composed of carbon chains. In this study, the thermodynamic proper-
ties are calculated using REFPROP, similar to that performed by [9], using
the k − ω SST turbulence model and assuming a developed flow. The first
significant contribution was the proof that heavier carbon chains (nonane and
decane, for example) tend to increase the saturation temperature of the su-
perheated steam curve, requiring increasingly higher inlet temperatures in the
sealing system to satisfy the standard [14]. In addition, unlike the other studies
evaluated previously, this one quantitatively presents the system’s reliability.
For this, the saturation curve of the evaluated mixture, all pressure and tem-
perature pairs of the flow solution in the evaluated domain, and the smallest
convex envelope (convex hull) that encompasses these points are presented
in the same graph. Thus, operational reliability (Tmargin) was defined as the
shortest distance between the convex hull and the superheated steam curve.
However, the use of the convex hull may overestimate the distance to the vapor
curve depending on the inlet pressure in the DGS and the saturation curve of
the mixture, as exemplified in Figure 1.4.

Figure 1.4: Convex hull analysis of operational reliability presented in [15].

From the studies, it is possible to notice that, with the greater availability
of computational resources, the complexity of the models was increased,
evaluating the hypothesis of real and compressible gas models. There is also
much analysis on how the DGS’ behavior is influenced by geometry and
operating conditions. However, few studies aim to increase the reliability
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and security of the system as required by [14]. Furthermore, as they are not
intended for operation, they mostly assume an airflow, which is not valid in
O&G applications [2, 15].

The research carried out on DGSs also highlights the scarcity of studies
for creating predictive models to replace CFD simulations, which are extremely
computationally expensive, to obtain reference performance parameters, such
as lift force and leakage. Furthermore, the studies that were carried out for
this purpose [10,17–19] aimed to improve the performance from the geometric
configuration of the seal’s grooves. There is also a lack of information to
determine the sample conditions to be evaluated, except for [10], which uses
a DoE technique to define the necessary tests. Finally, it is possible to notice
that in these optimization studies, there is no consideration of variability in
the composition of the gas flowing inside the system, an unlikely condition
according to [2, 15].

Due to the scarcity of studies, some works not linked to DGSs were
evaluated to understand the feasibility of inserting such considerations in a
predictive model of a sealing system. Table 1.2 has the authors evaluated and
the following information regarding their respective research: source of data
used to compose the dataset; how the dataset was created; whether use classic
machine learning techniques or deep learning techniques were used.

Table 1.2: Summary of current contributions to the creation of predictive
models.

Reference Author Data source Dataset creation Classical ML Neural Networks

[31] Carrillo et al. (2018) CFD Not specified Yes No
[32] Gong et al. (2018) Numerical Not specified No Yes
[33] Palagri et al. (2019) Experiment Not specified No Yes
[34] Xing et al. (2019) Experiment Not specified Yes Yes
[35] Liu et al. (2019) Numerical Not specified Yes No
[36] Ramirez et al. (2020) CFD DoE Yes No
[37] Elmaz et al. (2020) Experiment Not specified Yes Yes
[38] Bakhtiari et al. (2020) CFD Not specified No Yes
[39] Jalalifar et al. (2020) CFD Not specified Yes No
[40] Ping et al. (2021) Experiment Not specified No Yes
[41] Marcato et al. (2021) CFD DoE No Yes
[42] Du et al. (2021) Experiment Not specified No Yes
[43] Fei et al. (2021) Experiment Not specified Yes Yes
[44] Djandja et al. (2021) CFD Not specified No Yes
[45] Sun et al. (2021) Experiment Not specified Yes Yes
[46] Leng et al. (2021) Experiment Not specified Yes Yes
[47] Agbulut et al. (2021) Experiment Not specified Yes Yes
[48] Shalaby et al. (2021) Numerical Not specified No Yes
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Currently, there is a great focus on research to create representative
predictive models of different types of physical phenomena, being created from
experimental data [33, 34, 37, 40, 42, 43, 45–47] or from numerical simulations
[31, 32, 35, 36, 38, 39, 41, 44, 48]. From the previously mentioned, the studies
[38, 39] use CFD models to create datasets to be used to train the models,
where the input variables are conditions that determine the operation of
the evaluated equipment (e.g., inlet pressure and temperature). In [32, 35],
numerical data are generated to predict thermodynamic properties of gas
mixtures, similar to the physical phenomenon present inside sealing systems.
From the research can be verified that the predictive models whose input
variables are, separately, operational conditions or mixture compositions (e.g.,
molar fraction of methane and ethane), present satisfactory robustness and
low prediction errors, obtaining correlation coefficients (R2) of 0.99.

In [44, 46] the input variables for the predictive model are both opera-
tional conditions and mixture compositions, increasing the required complex-
ity. The models obtained have R2 values of 0.92 and 0.90, respectively, corrobo-
rating the hypothesis of greater complexity for the correct prediction. However,
it is possible to notice that there is little information on how the experimental
conditions were selected to create the datasets. In the studies [36,41], the CFD
simulations to be performed are defined through DoE techniques, as presented
in [10]. In these researches, it is possible to obtain greater clarity regarding the
number of simulations to be carried out, the expected computational demand,
and, mainly, reproducibility in the combinations of the analyzed input param-
eters. Furthermore, the study [49] discusses the relationship between ML and
DoE, concluding that, until problems of quality and quantity of available data
are resolved, such techniques can be used in a complementary way.

When evaluating the models used in the studies, it is possible to verify
the use of more conventional ML techniques, such as: Polynomial [31, 36, 37],
Support Vector Machine [35, 37, 39, 43, 45–47], Decision Tree [37], Elastic
Net [43], Gaussian Process [43], Random Forest [34,43,46], Gradient Boosting
[43,45], Extreme Gradient Boosting [45,46] and K-Nearest Neighbors [45,47].
However, in these studies, Deep Learning techniques were also evaluated, from
simple ones such as Multilayer Perceptron [37, 38, 44–46], to more complex
Artificial Neural Networks (ANN) [32–34, 40–43, 45, 47, 48], obtaining errors
of similar magnitude to the more conventional models previously mentioned.
Furthermore, it is important to realize that there is a great focus of research on
the Support Vector Machines model and Deep Learning techniques, and there
are not many studies with simpler models and possibly sufficient to represent
the desired physical phenomena in their respective studies.
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1.2
Objective and contributions

This study aims to fill the knowledge gap in predicting the reliability
of dry gas seals (DGS) under realistic operational conditions, determining
the safety temperature margin for a given operating setup. Furthermore, we
also seek to propose a generic design workflow to create regression models
from computer simulations. Firstly, a CFD model with suitable boundary
conditions is developed in the open-source software OpenFOAM [50] and,
thus, compare the results obtained with the reference literature [11]. The
thermodynamic properties obtained from REFPROP is used, thus enabling the
analysis of complex mixtures and versatility for future studies. In possession
of a representative model, we use Design of Experiments (DoE) technique to
define the necessary simulations to be performed to compose the dataset for
the development of the model. Then, different Machine Learning models are
evaluated to solve the regression problem. Finally, it is possible to define the
most suitable model for the stipulated conditions.

In this work, we developed two models with different mixture composition
hypothesis: one with fixed gas composition and one with variable composition.
The following operating conditions are considered in both models: inlet pres-
sure and temperature, the shaft’s angular velocity, and clearance between the
sealing faces. Under the hypothesis of variable mixture composition, the influ-
ence of the molar fractions of methane, ethane, and octane in a representative
gas mixture is also evaluated. Thus, the contributions presented in this study
are:

1. Complete generic design workflow to develop regression models based on
machine learning techniques.

2. Predicting dry gas seals reliability with machine learning techniques for
a fixed mixture composition.

3. Predicting dry gas seals reliability with machine learning techniques for
a variable mixture composition.

1.3
Thesis outline

This study is divided into five chapters with the following topics:

– Chapter 1: Motivation for the study, the state-of-the-art in DGS
research and predictive models developed from numerical simulations,
and contributions proposed in the dissertation.
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– Chapter 2: Theoretical conceptualization of the mathematical model,
discussion of boundary conditions, and validation of the CFD model with
the literature.

– Chapter 3: Theoretical conceptualization of the DoE and ML tech-
niques used, creation of the dataset, and methodology for improving the
regressive models.

– Chapter 4: Presentation of the generic design workflow proposed and
used in the case studies and presentation of the results of the case
studies for the two hypotheses assumed about the composition of the
gas mixture.

– Chapter 5: Conclusions about the results obtained in the two case
studies and suggestions for future work.
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2
Dry gas seal

2.1
Geometry modeling

This section exposes the parametrization of a spiral groove (unidirec-
tional) and a T groove (bidirectional) fluid domains that are simulated in this
study. The equations were written in terms of easily measurable parameters
and assuming circumferential periodicity according to the number of grooves
in the face seal.

2.1.1
Spiral groove

The spiral groove geometry was based on the parameters proposed by [9].
The external radius (Ro), internal radius (Ri), and the radial position where
the groove starts (Rg), denoted as groove radius, can be observed in Figure
2.1 and 2.2.

Figure 2.1: Reference radius for parametric modeling of the fluid domain of a
DGS with spiral grooves.
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Figure 2.2: Reference angles for parametric modeling of the fluid domain of a
DGS with spiral grooves.

Assuming N as the number of grooves in the face seal, the angular
distance between two grooves (γl), the angular opening of the groove (γg),
and the ratio between these two parameters (β), denoted as groove ratio, it is
possible to write β = γg

γl

N(γg + γl) = 360
. (2-1)

It is convenient to rewrite these in terms of N and β

γl = 360
N(β+1)

γg = βγl

, (2-2)

which are more accessible parameters to measure.
The groove shape is based on

r(θ) = Rgeθtan(α), (2-3)

a logarithmic spiral to ensure that each point on the curve has an angle α

between the moving direction and tangent of the spiral to maximize the seal
performance.

In order to determine the full angle of the spiral (θe), it is necessary to
evaluate the Equation 2-3 when r(θ) = Ro, resulting on

θe =
ln Ro

Rg

tan(α) . (2-4)

The two parameters remaining to describe the fluid domain are the groove
depth (hg) and the clearance between the seal faces (h), that is a consequence
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of the dynamic behavior. They are represented in Figure 2.3.

Figure 2.3: Gas film thickness between the seal faces (h) and inside the groove
region (hg).

2.1.2
T groove

The T groove geometry was based on the parameters proposed by [26]
as shown in Figure 2.4 and 2.5. The parametrization is similar to the spiral
groove, with some additional parameters that are shown in this section.

Figure 2.4: Reference radius for parametric modeling of the fluid domain of a
DGS with T grooves.

Figure 2.5: Reference angles for parametric modeling of the fluid domain of a
DGS with T grooves.
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The first new concept is the middle radius (Rm) that is where the groove
change its cross section. Additionally, it is defined the inner angular section
(αi) and the outer angular section (αo), and then assume that



β = β1 = γg

γl

β2 = αi

αo

αi + 2αo = γg

N(γg + γl) = 360

(2-5)

based on Equation 2-1.
Rewriting these in terms of N, β1, β2, which are more accessible param-

eters to measure, the relation becomes


γl = 360
N(β1+1)

γg = β1γl

αo = γg

β2+2

αi = αoβ2

. (2-6)

2.2
Mesh

A computer simulation’s mesh defines how a domain is represented and
the reference properties calculated. Thus, the mesh quality can directly influ-
ence the solution convergence rate and numerical errors. For this study, the
resource blockMesh available in OpenFOAM was used, generating a hexahedral
geometric mesh, seeking a mesh quality that would meet the recommended by
the software (Table 2.1). It is worth mentioning that, although the software
allows the execution of the simulation even with values outside the recom-
mended range, it is essential to assess whether the results converge through a
mesh convergency analysis.

Table 2.1: OpenFOAM’s reference values for mesh quality.

Parameter Minimum Maximum

Aspect Ratio 1 1000
Non-orthogonality 0 70°
Skewness 0 4

The aspect ratio measures the proportion of deformation between a given
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mesh cell and an equal-sided regular cell. Due to the small clearance between
the sealing faces, the proportion between the discretizations in the axial
direction and the others culminates in aspect ratios above the recommended
in Table 2.1. To solve this problem, increasing the number of elements in
the other directions would be necessary, consequently increasing the required
computational cost. Thus, it was decided to evaluate the relevance of the
impact on the results through the mesh test.

The skewness and non-orthogonality parameters represent how mis-
aligned the faces of a given cell are. Although the skewness values are within the
recommended range for the two grooves types,the non-orthogonality parameter
for the spiral groove is above the ideal, which may introduce numerical errors
in the gradient calculations. It was expected due to the complex geometry in
the groove region of the spiral seal. Gradient limiters and non-orthogonality
correctors were used in the simulations to mitigate numerical errors, avoiding
numerical instabilities despite compromising the convergence rate.

2.3
Mathematical modeling

This session exposes the mathematical equations solved by the used
software (OpenFOAM 18.12 [50]), the boundary conditions, and the turbulence
model. Furthermore, it is detailed how the thermodynamic properties are
obtained with REFPROP [30] and its coupling in the numerical solver. Finally,
the internal fields of velocity and pressure initializations are presented, and the
adopted convergence criterion.

2.3.1
Flow governing equations

Due to the rotor movement to be represented in the model, a possible
solution would be using dynamic meshes, but it would result in a substantial
increase in the computational cost. The alternative was the use of a moving
coordinate system methodology (Figure 2.6), thus incorporating the terms of
relative velocities and centripetal and Coriolis accelerations to the conservation
equations. The Multiple Rotating Frames (MRF) methodology available in the
software was used in this approach. It applies the rotation terms in multiple
specified zones and, unlike other available methodologies, it makes it possible
to solve compressible flow simulations, a hypothesis adopted in this study.
Thus, the fluid velocity in the new coordinate system can be written as

v̄ = v̄r + ūr = v̄r + ω̄ × r̄, (2-7)
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where v̄ is the absolute velocity, v̄r is the relative velocity, ūr is the moving
coordinate system velocity, ω̄ is the angular velocity, and r̄ is the distance to
the new coordinate system’s origin.

Figure 2.6: Stationary and rotating reference frames [51].

The software calculates the fluid flow using the Reynolds Averaged Navier
Stokes (RANS) equations applied to a rotating frame, under the hypothesis of
steady-state regime, compressible fluid, and turbulent flow. Thus, the equations
that govern the flow as a function of relative velocity are [51]:

1. Conservation of mass :
∇.(ρv̄r) = 0, (2-8)

where ρ is the specific mass.

2. Conservation of energy:

∇.(ρv̄rhs + 1
2ρv̄rv

2
r −

1
2ρv̄ru

2
r) = ∇.(¯̄τ.v̄), (2-9)

where hs is the sensible enthalpy. The viscous stress tensor (¯̄τ) can be
written as

¯̄τ = µ[(∇v̄r +∇v̄r
T )− 2

3∇.v̄rI], (2-10)

where µ is the fluid dynamic viscosity and I is the unit tensor.

3. Conservation of linear momentum:

∇.(ρv̄rv̄) + ρ(2w̄ × v̄r + w̄ × w̄ × r̄) = −∇p +∇.¯̄τ, (2-11)

where p is the fluid pressure.
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2.3.2
Turbulence

Turbulence is a three-dimensional and random phenomenon composed of
vortices of different scales in such a way that those with higher turbulent kinetic
energy transfer it to those of more minor scales until complete dissipation
through viscous forces [52]. Among the different ways of evaluating turbulence,
the RANS method is used due to the low computational cost compared to
the others and satisfactory results. This method models the turbulence scales
statistically by including terms of the average contribution of turbulence to
the flow called Reynold’s tensor.

There are different approaches for calculating the Reynolds tensor, but
the most used ones in the studies presented in Chapter 1 are the Realizable
k − ϵ and the k − ω SST models. The Realizable k − ϵ model has a lower
computational cost and is indicated for high Reynolds number, overestimating
the turbulence levels for lower Reynolds. The k − ω SST model combines the
Standard k − ω model for regions close to the wall and the k − ϵ model for
regions further away from the viscous sublayer of the boundary layer. Thus,
the k − ω SST model was selected due to its greater adaptability.

2.3.3
Thermodynamic and physicochemical properties

The OpenFOAM software performs the calculation of thermodynamic
properties from the values of pressure (p) and temperature (T ), in Pascal and
Kelvin respectively. The properties of interest are:

– Dynamic viscosity (µ)

– Thermal conductivity (κ)

– Specific enthalpy (hs)

– Specific mass (ρ)

– Specific heat at constant pressure (cp)

– Specific heat at constant volume (cv)

– Compressibility factor (Z)

There are different approaches to the calculation of the real thermody-
namic properties of a fluid, among them: Peng-Robinson equation of state [53],
JANAF tables [54], Sutherland law [55], and polynomial fits [56]. However,
when it comes to gas mixtures, such correlations become more complex. Thus,
such as in [9, 15], REFPROP was used to calculate the thermodynamic prop-
erties.
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A general thermodynamic property Φ is described in tabular fashion
(propTable) as a function of pressure and temperature (Figure 2.7). So the file
consists of:

– Lowest pressure bound (pmin), the step between each pressure point (∆p),
and the number of different pressure values (np).

– Lowest temperature bound (Tmin), the step between each temperature
point (∆T ), and the number of distinct temperature values (nT ).

– Table of property Φ with dimensions np × nT .

Figure 2.7: PropTable file structure adopted to represent the fluid.

The algorithm developed uses the REFPROP database to provide the
necessary information to OpenFOAM. In this algorithm, the components of
the mixture and their respective molar fractions are defined, and the pressure
and temperature ranges that the tables must contemplate. With this, the
algorithm generates seven propTables and a file with the saturation curve
of the mixture. Thus, whenever it is necessary to use some thermodynamic
property in OpenFOAM, these tables are consulted through a modification in
the original software code.

2.3.4
Boundary conditions

It was considered a slice of the complete fluid domain due to the
periodicity of the grooves, a resource used by all the studies evaluated in
Chapter 1 to reduce the computational cost. Thus, Figure 2.8 shows the
reference surfaces adopted in the simulations. The side faces are defined as
cyclic, the upper (rotor) and lower (stator) faces are defined as walls, and the
other ones are defined as inlet or outlet according to the flow direction.
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Figure 2.8: Reference faces where the boundary conditions of the fluid domain
are applied.

After the research carried out in Chapter 1, it was possible to catalog
in a simplified way in Table 2.2 the boundary conditions adopted in each of
the studies. Based on these references, the boundary conditions of velocity,
pressure, and temperature were defined for each reference face: inlet, outlet,
stator, and rotor.

Table 2.2: Boundary conditions found in the literature, where: (-) means
not applicable or not informed; (defined) the property value is prescribed;
(calculated) the software calculates the property value to ensure consistency;
the other boundary conditions are specific for each evaluated property.

Inlet Outlet Stator Rotor

Reference U P T U P T U P T U P T

[11] - - - - - - - - - - - -
[17] Calculated Defined - Calculated Defined - No Slip Calculated - No Slip Calculated -
[18] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Isothermal No Slip Calculated Isothermal
[19] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Heat Flux No Slip Calculated Heat Flux
[10] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Adiabatic No Slip Calculated Adiabatic
[20] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Isothermal No Slip Calculated Isothermal
[21] - - - - - - - - - - - -
[13] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Adiabatic No Slip Calculated Adiabatic
[22] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Adiabatic No Slip Calculated Adiabatic
[23] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Isothermal No Slip Calculated Isothermal
[12] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Adiabatic Defined Calculated Adiabatic
[9] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Isothermal No Slip Calculated Isothermal
[24] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Heat Flux No Slip Calculated Heat Flux
[25] Calculated Defined - Calculated Defined - No Slip Calculated - No Slip Calculated -
[26] Calculated Defined - Calculated Defined - No Slip Calculated - No Slip Calculated -
[27] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Heat Flux No Slip Calculated Heat Flux
[15] Calculated Defined Defined Calculated Defined Calculated No Slip Calculated Adiabatic No Slip Calculated Adiabatic

For the sealing system’s input, the velocity is defined as zeroGradi-
ent so that the software calculates its field. The pressure is defined as
totalPressure so that the same static pressure is set for the entire face.
Regarding the temperature field, a modified boundary condition called
tec_varyingGammaTotalTemperature is used. This applies a reference tem-
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perature T0 to the faces according to the formula

Tp = T0

1 + γ−1
2γ

Ψ|u|2
, (2-12)

where γ is the adiabatic expansion coefficient (ratio between cp and cv)
calculated from the propTables.

For the domain output, the velocity is also defined as zeroGradient, as
in the input. The temperature was also defined as zeroGradient so that the
software could calculate its field. As for the pressure field, a modified boundary
condition called tec_subsonicSupersonicPressureOutlet was created where, for
regions where there is subsonic flow, use the totalPressure condition and in case
of supersonic flow, use the zeroGradient condition. There is greater stability
in the solution, mitigating incoherent oscillations in the pressure field at the
outlet.

The faces representing the stator and rotor walls have the same boundary
condition for pressure, zeroGradient, allowing the software to calculate its field.
For the velocity condition, both consider no slip between the fluid and the
wall. However, for the rotor, it is necessary to assign the movingWallVelocity
condition in order to set a prescribed angular velocity on this face, even
without slipping. For the temperature condition, there are different hypotheses
considered: isothermal [9, 18, 20, 23], heat exchange [19, 24], and adiabatic
[12, 13, 15, 22]. The adiabatic condition, defined as zeroGradient, was adopted
since the study of [12] showed good results comparing the theoretical and
experimental results.

2.3.5
Fields initialization

In order to improve the convergence rate of the solution arising from
the large velocity and pressure gradients, some algorithms were developed to
initialize the fields in a representative way for the studied flow. For the velocity
field (Figure 2.9), a Couette flow was considered in the thickness of the gas
film so that, for a given position on the z axis, we have:

– The velocity is zero on the stator wall (z = 0) since it is not attached to
the compressor shaft.

– At the rotor wall (z = h), the velocity is the angular velocity of the shaft.

– Between the stator and the rotor (0 < z < h), a linear interpolation of
the speed along the z axis is performed.

– In the groove region (z > h), the speed is the same as the rotor.
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Figure 2.9: Velocity internal field initialization.

According to the literature review, it was noticed a tendency for a linear
decay of the pressure field along the radius as the clearance between the faces
increased. On the other hand, there is no consensus on a proportion between
the pressure peak at the end of the groove region and the inlet pressure in
the sealing system for smaller gaps. Thus, it was decided, for a given radial
position r, to initialize the pressure field (Figure 2.10) as follows:

– In the outer radius (r = Ro), the pressure is the inlet pressure (Pin).
– In the inner radius (r = Ri), the pressure is the outlet pressure (Pout).
– Within the annular space (Ri < z < Ro), the linear interpolation of the

pressure along the radial position is performed.

Figure 2.10: Pressure internal field initialization.
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2.3.6
Solver

OpenFOAM employs the Finite Volume Method to solve the Navier-
Stokes equations. For this, it is necessary to carry out the coupling between
the pressure and velocity fields in order to obtain the solution. An applicable
technique is the SIMPLE method (Semi Implicit Method of Linked Equations)
[57], exclusively used in steady-state regime, but it showed instabilities for
compressible flows. Another method is the PISO (Pressure Implicit of Split
Operations) [58], which can be used for both transient and pseudo-transient
regimes. In the transient case, it is recommended to limit the Courant numbers
[59] (Co) below 1 for all cells in the domain, such that

Co = U∆t

∆x
≤ 1, (2-13)

where U is the magnitude of the velocity of a cell, ∆t is the time step of the
solver and ∆x is the characteristic length of the cell.

In the pseudo-transient solution, only the steady-state result is relevant,
so that the temporal progress helps in accelerating the steady-state solution
calculation. Thus, as the time step does not become a limiter to satisfy the
Equation 2-13, the Local Time Stepping (LTS) technique was used. This allows
each cell in the domain to have its own time step, accelerating the solution.

The solver used as a base is the rhoPimpleFoam together with LTS. It
uses the PIMPLE method to perform the pressure and speed coupling, applying
the SIMPLE method in each PISO time step. Second order interpolation
schemes (limitedLinear) were used to discretize the convective terms. As for
the normal projection of the gradients and the Laplacian, non-orthogonality
correctors were used for simulations with spiral grooves.

2.3.7
Convergence criteria

The commonly used way to assess whether convergence has been achieved
is to verify the magnitude of the residuals of each equation. However, as
presented in [60], this criterion is not suitable for most problems, and it is
recommended to evaluate the stability of reference quantities of the evaluated
problem. In this way, it is used:

– Mass flow balance.

– Stability of the pressure peak.

– Stability of the minimum temperature value.
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The objective of calculating the mass flow balance was to assess whether
the entry and exit rates at the domain boundaries are equal. For this, it
calculated the mass flow at the seal’s inlet (ṁinlet) and at its outlet (ṁoutlet),
thus making it possible to calculate the error (Error) from

Error =
∣∣∣∣ṁinlet + ṁoutlet

ṁinlet

∣∣∣∣ . (2-14)

Thus, convergence is assumed after the Error takes on values lower than 0.01
for 100 consecutive iterations.

To evaluate the convergence of pressure and temperature, the values
in the current iteration and in the last 100 iterations are evaluated, so
that convergence is reached when the difference between their maximum and
minimum is less than 50 Pa and 0.5 K, respectively, acceptable errors according
to professionals of the area. Therefore, when all three criteria are satisfied,
convergence is assumed, and the solver is stopped. Thus, tecProp is defined as
a set of modifications in the rhoPimpleFoam solver (coupling performed with
REFPROP and convergence criteria) and boundary conditions.

2.4
Safety margin

According to the current regulations [14], the gas inside the seal must
be at least 20 °C above the dew point temperature. [15] proposed the use of
the convex hull technique in the pressure and temperature pairs of all cells in
the domain and, from this geometry, calculate the shortest distance between
one of its edges and the saturated steam curve of a gas composition, thus
defining the concept of safety margin (SM). However, this method may present
inconsistent results depending on the inlet pressure of the sealing gas, leading
to the mistaken identification of the most critical condition. To circumvent
this limitation, it evaluates the distances of all cells from the fluid domain
to the saturation curve, thus redefining the concept of safety margin. This is
calculated as

SM = TCF D − Tsat, (2-15)

where TCF D is the temperature of a domain’s cell and Tsat is the temperature
of the steam curve for the same pressure of the evaluated cell (PCF D).

To determine the Tsat, only the saturated vapor curve is used, so that if
PCF D is between the minimum and maximum values of the saturation curve,
the corresponding Tsat is used. If the value is above or below, the value of Tsat

is assumed as the temperature closest to the evaluated limit, as exemplified
in Figure 2.11. In this one, the blue points are the pressure and temperature
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pairs of all cells in the fluid domain, the black curve is the complete saturation
curve of the gas, the green curve is the reference steam curve for calculating
the SM and the red dashed line represents the magnitude of the SM.

Figure 2.11: Example of a safety margin map.

Thus, it is possible to verify the intrinsic relationship between the SM
and the saturation curve of the evaluated gas, confirming the importance of
understanding the fluid composition to evaluate properly the reliability of the
system. In order to exemplify the relationship between the saturation curve
and the molar fraction, a mixture of methane, ethane and octane was created
so that only the octane composition was modified (Figure 2.12). It is possible
to verify that, as the concentration of the denser hydrocarbon increases, the
saturation curve expands to the right of the graph, without modifying the
saturated liquid curve, thus decreasing the operational safety.

DBD
PUC-Rio - Certificação Digital Nº 2012361/CA



Chapter 2. Dry gas seal 43

Figure 2.12: Example of saturation curves with different octane molar fraction
concentration.

2.5
CFD model validation

2.5.1
Introduction

The validation of an adequate computational model is of paramount im-
portance for its extrapolation to different geometries and operating conditions.
To do so, it was used a computer with Intel(R) Xeon(R) Gold 6130 CPU @
2.10GHz and 256 GB of RAM and simulating in a parallel manner in 4 pro-
cesses. The work developed by [11] was used to validate the computational
model, as it provides experimental data. As it is one of the forerunners in the
study of DGS, it is used as a benchmark by other authors. Thus, the results
obtained through tecProp, using the previously exposed boundary conditions,
are compared with the studies by [27] and [23]. In this way, comparing the con-
gruence of results and the errors obtained among the other authors is possible
with the benchmark used.

In [11], the influence of the clearance between the sealing faces on the
pressure distribution along the radius and the opening force perpendicular
to the faces was evaluated. These conditions were recreated following the
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geometric parameters and operating conditions, Tables 2.3 and 2.4 respectively,
of the performed experiment.

Table 2.3: DGS geometric parameters with spiral grooves evaluated in [11].

Parameter Symbol Value

Inner radius Ri 58.42 mm
Groove radius Rg 69.00 mm
Outer radius Ro 77.78 mm
Groove depth hg 5.00 µm
Ratio of groove to land β 1.00
Spiral angle α 15 degrees
Number of grooves N 12

Table 2.4: Operating conditions of the DGS with spiral grooves evaluated
in [11].

Parameter Symbol Value

Composition - Air
Clearance h 2.03 | 3.05 | 5.08 µm

Inlet temperature Tin 303 K
Angular velocity ω 10380 RPM
Inlet pressure Pin 4.5852 MPa
Outlet pressure Pout 0.1013 MPa

The results obtained by tecProp are compared with [27] and [23] in two
aspects. The first one evaluates the pressure distribution along the radius
following the red line in Figure 2.13. This line consists of an 8.5 degrees straight
line concerning the beginning of the domain circular section, starting at Ri to
Rg at the height of half the thickness of the gas film to eliminate influences
from the walls in the analysis. Then, the curve follows the profile described by
the equation 2-3 from Rg to Ro at a height h + 0.5hg.

The second aspect evaluated is the opening force exerted on the DGS.
Since the system is in equilibrium, the force exerted perpendicularly to the
parallel faces of the stator and rotor are equal. This evaluation is essential
because it is complementary to the first one, considering that it consists of the
sum of the product between the cell face area and its respective pressure across
a face of interest. Thus, it is possible to verify if the pressure distribution in
the domain as a whole is coherent.
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Figure 2.13: Path used for pressure measurement in model validation.

2.5.2
Spiral groove mesh convergence

Before carrying out the simulations for the different clearances, it is nec-
essary to ensure that the appropriate mesh is used through a mesh conver-
gence analysis. For this purpose, the 2.03 µm clearance was considered as it
is the most unstable operating condition, which probably presents the highest
pressure peak among the conditions to be evaluated. Thus, different mesh re-
finements and the highest pressure obtained in the simulated control volume
were evaluated.

Figure 2.14: Mesh convergence analysis for a clearance of 2.03 µm with the
same conditions adopted in [11].

DBD
PUC-Rio - Certificação Digital Nº 2012361/CA



Chapter 2. Dry gas seal 46

From Figure 2.14, it is possible to verify that the maximum pressure
did not show significant changes from the 113750-cell mesh, which is the
refinement chosen for the other simulations. From the selected mesh, it is
possible to evaluate in Figure 2.15 the pressure field in the entire domain.
As the equipment rotates counterclockwise, it is possible to notice a more
significant pressure on the wall on the right side of the groove than on the
left side, and as one approaches the end of the groove region, this difference
tends to increase. Analyzes regarding the pressure behavior radially are made
separately for each of the simulated clearances.

Figure 2.15: Pressure field distribution inside the complete fluid domain with
a 2.03 µm clearance.

2.5.3
Results

Evaluating the pressure profile obtained with tecProp with a clearance
of 2.03 µm in Figure 2.16, it is possible to verify a similar behavior to that
obtained by [11], with 3.4 % average error between the two profiles. As
expected, there was a pressure increase at the end of the grooved region (Rg)
due to the abrupt reduction of space between the sealing faces. Furthermore,
when evaluating the force performed on the stator in Figure 2.16, it is possible
to see the error between the obtained result and the other references compared
to [11] is similar. In this case, a more significant error was expected as it is a
small clearance where turbulence effects are maximized due to high-pressure
gradients between the groove region and the edges.
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Analyzes were also carried out for the clearance of 3.05 and 5.08 µm. In
these, it is verified that the influence of the groove is attenuated as expected,
reducing the peak pressure in Rg as shown in Figures 2.17 and 2.18. In these, it
is possible verifying similar profiles to those obtained by [11], checking for the
clearance of 3.05 and 5.08 µm average errors of 2.1 % and 3.3 % respectively. It
is important to note that, as the clearance increases, the peak pressure at Rg

decreases. Thus, the pressure profile tends to be linear, and as a consequence,
the maximum pressure is prone to be at the entrance of the system, at Ri.
This behavior is also noticed in the studies developed by [27] and [23]. As a
consequence, it can be seen that the values obtained for the opening force tend
to be closer, as can be seen in Figures 2.17 and 2.18. In order to assess the
influence of clearance on the opening force, it is verified in Table 2.5 that as
the clearance increases, the force tends to decrease, as also perceived by [27]
and [23]. This behavior is expected, considering that the attenuation of the
groove effect directly contributes to reducing the pressure barrier in the region
close to Rg. Table 2.6 evaluates the error between the case studies, including
tecProp, compared to [11]. It is verified that tecProp has errors similar to
other references and presents consistent pressure distributions, proving the
applicability of the defined model.

(a) (b)

Figure 2.16: Comparison of (a) pressure distribution and (b) opening force
obtained through tecProp, for a clearance of 2.03 µm, with [11], [27], and [23].
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(a) (b)

Figure 2.17: Comparison of (a) pressure distribution and (b) opening force
obtained through tecProp, for a clearance of 3.05 µm, with [11], [27], and [23].

(a) (b)

Figure 2.18: Comparison of (a) pressure distribution and (b) opening force
obtained through tecProp, for a clearance of 5.08 µm, with [11], [27], and [23].

Table 2.5: Comparison of the opening force obtained using tecProp with [11],
[27], and [23].

Clearance tecProp [27] [23] [11]

2.03 µm 36774 N 37224 N 35584 N 40712 N
3.05 µm 31692 N 31772 N 31592 N 33169 N
5.08 µm 29071 N 29418 N 29576 N 29568 N
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Table 2.6: Percent error of opening force obtained through tecProp, [27],
and [23] with respect to [11].

Clearance tecProp [27] [23]

2.03 µm 9.67 % 8.57 % 12.60 %
3.05 µm 4.45 % 4.21 % 4.75 %
5.08 µm 1.68 % 0.51 % 0.03 %

2.5.4
T groove mesh convergence

Considering that the boundary conditions of the CFD model were
validated according to the literature, a T groove geometry described in Table
2.7 was selected for the following case studies. This definition aims to decrease
the execution time of each simulation, as a spiral groove takes an average of
22 hours to complete the simulation, while a T groove only takes an average
of 12 hours.

Table 2.7: T groove geometry obtained from an operational DGS of a standard
platform.

Parameter Symbol Value

Inner radius Ri 87.50 mm
Groove radius Rg 97.90 mm
Middle radius Rm 103.50 mm
Outer radius Ro 109.05 mm
Groove depth hg 5.00 µm
Ratio of groove to land β1 1.00
Ratio of groove geometry β2 1.00
Number of grooves N 12

In order to guarantee the consistency of the results, a mesh convergence
test with the T groove was carried out using the same operating conditions
described in Table 2.4 and a 2.03 µm clearance. It is possible to verify in
Figure 2.19 that from the mesh with 262500 cells, the pressure variation is
not significant, which is the mesh chosen for the other simulations with this
geometry. It is possible to notice an increase in the number of cells needed for
simulations with the T geometry compared to the spiral one. This increment
was expected due to the 77 % increase in the volume of the fluid domain.
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Figure 2.19: Mesh convergence analysis for a T groove DGS with a clearance
of 2.03 µm.
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3
Machine learning model construction

3.1
Model objective

As presented in Chapter 2, to verify the operational reliability of a DGS
through its safety margin (SM), follow the steps explained in Figure 3.1:

1. Define the sealing gas composition.

2. Create propTables as described in Section 2.3.3.

3. Define the operating conditions of the DGS (inlet pressure and temper-
ature, angular velocity and clearance between faces).

4. Use propTables and operating conditions in tecProp to calculate the
pressure and temperature fields inside the seal.

5. Calculate the safety margin for these operating conditions and sealing
gas composition.

Figure 3.1: Schematic for obtaining the safety margin from a CFD simulation
based on the sealing gas composition and the operating conditions of the DGS.

The aim of this project is to create a predictive model to replace the steps
in the red dashed rectangle of Figure 3.1. It provides the molar concentrations
of the process gas (i.e., a mixture of methane, ethane and octane, where
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the molar concentration of ethane is defined as a linear combination of the
concentrations of methane and octane) and the operational conditions as
inputs, and the SM is the output of the model. In Figure 3.2, the inputs
and outputs of the model are schematized, so that the inputs are on the left
and the output on the right.

Figure 3.2: Schematic for obtaining the safety margin from the ML model based
on the sealing gas composition and the operating conditions of the DGS.

3.2
Dataset

To create a robust model as described in Section 3.1, it is necessary to
define firstly the ranges of values that the model should be able to cover.
In Table 3.1, the upper and lower bounds of the model’s input variables are
exposed. The parameters referring to the operational condition of the DGS
(inlet pressure and temperature, angular velocity and clearance) were defined
from the ranges evaluated in the studies described in Chapter 1. The gas
composition was defined based on what is shown in Figure 1.3, so that the
proportions were normalized to guarantee a molar concentration sum of 100
%. Therefore, a mixture of methane, ethane, and octane was evaluated. The
octane concentration in this gas mixture directly implies the position of the
super-heated steam curve (Figure 2.12) and, consequently, the safe operating
condition.
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Table 3.1: Lower and upper bounds for each of the input variables in the
machine learning model to be built.

Operational condition lower bound upper bound

Methane [CH4] 70 % 80 %
Octane [C8H18] 0 % 1 %
Clearance [h] 3 µm 5 µm
Inlet temperature [Tin] 293 K 423 K
Angular velocity [ω] 10000 RPM 20000 RPM
Inlet pressure [Pin] 1 MPa 10 MPa

To define the simulations to be performed to compose the dataset, a
Design of Experiments (DoE) technique is used, as in [10, 36, 41]. The DoE
technique used is the Full Factorial Design (FFD) [61], which comprises
testing all combinations of inputs for the desired phenomenon. Thus, we define
variables as factors and each value of a factor is a level. Thus, assuming that
all factors have the same number of levels, NCF Ds simulations are needed to
compose the dataset, according to

NCF Ds = (Nlevels)Nfactors , (3-1)

where Nlevels and Nfactors are respectively the number of levels and factors.
Thus, for this study, the 3-level FFD is used so that, for a factor, the maximum,
minimum and average values are evaluated.

After performing all the CFD simulations, each factor of the dataset is
normalized between -1 and 1 so that all factors are on the same scale, with no
distortion in the value ranges [62] (exemplified in Figure 3.3). Thus, for a level
of a factor F of the dataset, its value as Reduced Centralized Variable (RCV)
is defined by

fi =
Fi − Fmax+Fmin

2
Fmax−Fmin

2
, (3-2)

where Fmax and Fmin are, respectively, the highest and lowest levels of the
factor F , and fi is the value in RCV form of the original value Fi.
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Figure 3.3: Exemple of conversion of a 3-level FFD dataset (left) to RCV form
(right).

3.3
Regression models

Among the branches of AI, Machine Learning (ML) is the field of study
that gives computers the ability to learn without being explicitly programmed
[63]. This learning stage is called training and, later, it is possible to make
predictions of new data. The training of algorithms from labeled data (i.e., the
expected output for an input is known) is called supervised learning. On the
other hand, when you only have access to the inputs, it is called unsupervised
learning. Supervised learning methods can further subdivide into two groups,
depending on the type of output desired. It is defined as a regression problem
if the model output is continuous, and a classification problem if the output
is categorical (e.g., true/false).

The aim of this study is to create a regressive ML model from the dataset
described in Section 3.2. For this, the dataset is divided into two sets, the
training and the test. The training set adjusts the model for interpreting
patterns according to the errors between the true outputs and those estimated
by the model. On the other hand, the test set consists of data that the model
has never had access to, being used to assess the generalizability of the trained
model. In this study, a proportion of 80 % of the data is used for training and
the other 20 % for testing. Thus, the aim is to adjust a function that, for a set
of inputs (Xn×m), best approximates their respective outputs (yn×1), where n
is the number of samples and m is the number of features.

3.4
Types of regression models

In this section, the basis of the five types of regression models that are
evaluated in this study are presented:
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– Linear

– Neighbors

– Support vector machines

– Tree

– Ensemble

3.4.1
Linear

Linear models aim to predict the output, assuming that it can be written
as a linear combination of the model inputs. The best-known model in this
category is the Linear Regression [64], which seeks to calculate the values of
the vector ω that minimize

min
ω

n∑
i=1

(Xiω − yi)2 (3-3)

to obtain
ypred = Xω, (3-4)

where ypred is the predicted output.
There are also more robust linear models that also are evaluated in

the present study: BayesianRidge [65], ElasticNet [66], HuberRegressor [67],
Lars [68], Lasso [69], LassoLars [70], OrthogonalMatchingPursuit [71], Pas-
siveAggressiveRegressor [72], RANSACRegressor [73], Ridge [74], and SG-
DRegressor [75].

3.4.2
Neighbors

Neighbor-based models estimate the output of a desired condition from
the outputs of the points closest to it. The evaluated algorithm is the k-nearest
Neighbors (KNN) [76], which selects the closest k points from the dataset to
calculate the prediction of a condition. It is possible to use different distance
metrics, but the most common is the Euclidean distance De, defined as

De(Xi, Xj) =
√√√√ m∑

c=1
(Xi,c −Xj,c)2, (3-5)

where Xi and Xj are the points to be compared from the dataset Xn×m, and
c corresponds to the evaluated column.
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3.4.3
Support vector machines

Models based on Support Vector Machines aim to determine a hyperplane
that best fits the data in a larger dimension than the original Rm. The base
algorithm is the Support Vector Regressor (SVR) [77], which uses in the
interpolation the dataset points that are within a margin ±ε of the desired
hyperplane and penalizes, from a regularizer C, distances greater than its
margin ε both above (ζi) and below (ζ∗

i ).
The optimization problem solved is

min
ω,b,ζ,ζ∗

1
2ωT ω + C

n∑
i=1

(ζi + ζ∗
i ) (3-6)

subject to 

yi − ωT ϕ(xi)− b ≤ ε + ζi

ωT ϕ(xi) + b− yi ≤ ε + ζ∗
i

ζi, ζ∗
i ≥ 0

i = 1, . . . , n

, (3-7)

where yi ∈ {−1, 1}n, ω and b are the parameters that parameterize the desired
hyperplane, and ϕ(xi) is the Kernel function responsible for increasing the
dimensionality of the problem by mapping a given xi into a space larger than
Rm. Moreover, this study also evaluates two other methods derived from SVR:
LinearSVR [77] and NuSVR [78].

3.4.4
Tree

Models based on Decision Trees aim to create hierarchical rules for
separating features and their respective outputs so that, at the last node of a
given tree path, it is possible to make a prediction based on the input features.
The tree starts at a main node (root node), is successively divided in order to
separate it into the most distinct groups possible (hidden nodes) until reaching
the last node (leaf nodes), which defines the continuous value for the desired
inputs.

The algorithm used is the CART (classification and regression tree) which
comprises, for a feature evaluated in a node m and an associated threshold
value tm, minimizing

G(Qm) = N left
m

Nm

H(Qleft
m ) + N right

m

Nm

H(Qright
m ), (3-8)
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where N left
m and N right

m are the number of left and right samples, respectively,
after the separation at node m is performed, Nm is the total of samples at node
m, H() is the loss function used to compute the error and Qleft

m and Qright
m are

the left and right samples, respectively. Thus, this study evaluates two tree-
based methods: DecisionTreeRegressor [79] and ExtraTreeRegressor [80].

3.4.5
Ensemble

Ensemble methods comprise the use of multiple algorithms together to
improve the result of the predictions of these models separately (weak learn-
ers). There are two main types of ensemble methods: bootstrap aggregating
(bagging) and boosting. The bagging method comprises training each of the
weak learners in parallel using random sampling of the training set. Thus,
after the training stage, the output of the ensemble model is the average of
the results obtained by the independent algorithms. The boosting method,
on the other hand, consists of training one model at a time in sequence so
that the samples with the highest prediction errors of the training set have
greater weights in the training of the next model. As a result, ensemble mod-
els present more accurate results than weak learners separately. In this study,
only ensemble methods based on regression trees (Section 3.4.4) are used: Ad-
aBoostRegressor [81], BaggingRegressor [82], ExtraTreesRegressor [80], Gradi-
entBoostingRegressor [83], RandomForestRegressor [84], XGBRegressor [85].

3.5
Performance metrics

In order to compare the performance of different models, it is possible
to use different metrics. First, for a given input set Xn×m, where n is the
number of simulations and m is the number of parameters. Additionally, define
ytrue and ypred as the output vectors of the system, with an n dimension, of
the safety margins obtained through the CFD simulations and the predictive
model, respectively.

3.5.1
Coefficient of determination and adjusted coefficient of determination

To understand the concept of coefficient of determination (R2) and
adjusted coefficient of determination (R2

a), according to [61], it is necessary
to define the concept of residual (Res)

Res(ytrue, ypred) = ytrue − ypred, (3-9)
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where ytrue is the simulated value and ypred is the model prediction.
Assuming that the mean of the experimental responses and those ob-

tained by the model are equal, it is possible to decompose the quadratic sum
(SQ) of the terms. Thus, the relationship between the total quadratic sum
(SQT ) and the quadratic sums of the regression (SQR) and the residual (SQr)
is obtained, such that

n∑
i=1

(ytruei
− ȳ)2 =

n∑
i=1

(ypredi
− ȳ)2+

n∑
i=1

Res(ytruei
, ypredi

)2 ↔ SQT = SQR+SQr,

(3-10)
where

ȳ = 1
n

n∑
i=1

ytruei
. (3-11)

Thus, it is defined that the coefficient of determination is obtained as

R2(ytrue, ypred) = SQR(ytrue, ypred)
SQT (ytrue, ypred) = SQR(ytrue, ypred)

SQR(ytrue, ypred) + SQr(ytrue, ypred) .

(3-12)
Thus, it is possible to verify that the model’s objective must be to obtain

values as close as possible to 1, as it means that the residuals tend to 0,
implying a representative model.

R2 has a significant limitation because, as the number of predictors in
the model increases, it tends to model the random noise of the data, causing
overfitting. In order to solve this limitation, the calculation of the adjusted
correlation coefficient R2

a is performed, taking into account the degrees of
freedom to adjust the R2 previously calculated as

Ra
2(ytrue, ypred) = 1− (1−R2(ytrue, ypred)) n− 1

n−m
. (3-13)

3.5.2
Infinity norm

The infinity norm (norm∞) is a particular case of the p-norm

normp(ytrue, ypred) = ∥Res(ytrue, ypred)∥p =
(

n∑
i=1
|Resi(ytrue, ypred)|p

) 1
p

,

(3-14)
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when p = ∞. In this way, the infinity norm becomes the maximum absolute
value among the terms of the residual vector (Res)

norm∞(ytrue, ypred) = ∥Res(ytrue, ypred)∥p=∞ = max{|Res(ytrue, ypred)|}.
(3-15)

3.5.3
Mean absolute error

The mean absolute error (MAE) consists of calculating the mean of the
absolute value of the residuals, expressed as

MAE(ytrue, ypred) =
∑n

i=1 |Resi(ytrue, ypred)|
n

. (3-16)

It is worth pointing that, since it is the absolute value, equal residuals
with opposite signs are not canceled, and do not underestimate the error.

3.5.4
Root mean square error

The mean squared error (MSE), calculated as

MSE(ytrue, ypred) =
∑n

i=1 Resi(ytrue, ypred)2

n
, (3-17)

is a metric that aims to penalize more significant errors by squared each term
of the residual vector.

In order to present the error value obtained by the metric in the same
dimension as the analyzed variable, the root mean square error (RMSE) is
calculated

RMSE(ytrue, ypred) =
√

MSE(ytrue, ypred) =
√∑n

i=1 Resi(ytrue, ypred)2

n
.

(3-18)

3.5.5
Mean absolute percentage error

The mean absolute percentage error (MAPE), calculated as

MAPE(ytrue, ypred) = 100
n

n∑
i=1

∣∣∣∣∣Resi(ytrue, ypred)
ytrue

∣∣∣∣∣ , (3-19)

is a metric that aims to assess point-to-point relative errors, regardless of the
scale of the variable of interest.
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3.5.6
Graphical and statistical analysis

For a given trained model, it is possible to calculate the error (Equation
3-9) between the true (ytrue), and the predicted (ypred) values in the test step.
Three different approaches are presented. The first one is a histogram of the
errors (Figure 3.4), where its x-axis represents the error and the y-axis the
number of occurrences within a given error interval, defined by the scale of
the graph. The objective is to obtain a greater density of occurrences at 0 and
with the smallest possible scattering, resulting in a more accurate and precise
model. Furthermore, the errors obtained are expected to be zero or positive for
operational safety reasons, implying a model that underestimates the safety
margin.

Figure 3.4: Example of histogram of residues.

The second approach is the regression diagram shown in Figure 3.5,
where the x-axis has the ytrue and the y-axis has the ypred. The dotted line
represents error condition 0, having a slope of 45 degrees. Points below this
line correspond to an underestimated safety margin prediction, still ensuring
safe operation. Furthermore, in the title of the image, three parameters of the
model are presented:

– R2: coefficient of determination of the model (Equation 3-12).

– Adjusted R2: adjusted coefficient of determination of the model (Equa-
tion 3-13).

– Maximum Error: maximum absolute error. This is the largest absolute
value between the minimum and maximum shown in Table 3.2.
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Figure 3.5: Example of regression diagram.

Finally, the Table 3.2 has some statistical characteristics of the errors
obtained from a given model are evaluated, namely:

– mean: mean of the errors.

– std: standard deviation of errors.

– min: minimum error obtained.

– 25%: 25% of the errors obtained are below this value.

– 50%: median of errors.

– 75%: 75% of the errors obtained are below this value.

– max: maximum error obtained.

– time: total time to make a prediction.

Table 3.2: Example of statistic table to be evaluated

Model mean std min 25% 50% 75% max time

Model 0.090 3.226 -15.709 -0.878 0.126 1.294 15.536 0.1 s
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3.6
Model construction and validation

The first step is to choose the desired regression model. The separation
of the training and test sets consists of defining a reference number, called a
seed, and then performing the Mersenne Twister [86] algorithm. This algorithm
aims to create, in a deterministic way, pseudo-random numbers that are used
to select the samples for training and those for the test. Thus, for a given seed,
the Mersenne Twister algorithm is used to select the percentage of samples
chosen to compose the training set ([%]train) and the others to be used as a
test set, a process called the holdout approach (Algorithm 2 in Appendix A).

After the split, the training data is fitted, solving the characteristic opti-
mization problem of each regression model, considering the model’s parameters
as the constraints. Each model has specific and characteristic parameters for
its creation, called hyper-parameters, that can be modified in order to improve
its performance. With the fitted model, it is possible to predict the output for
the test data inputs, and use a performance criterion, in this case, the infinity
norm, where the true (ytrue) and predicted (ypred) results are compared.

However, the use of the holdout technique to create only one test group
can impact the model’s performance with biased results. Another approach
used is the k-fold cross-validation (CV) technique, exemplified in the Algorithm
3 in Appendix A. This procedure consists of dividing the dataset into k subsets
for each regression model with its respective hyper-parameters. Thus, k-1 folds
are used to train the model, and the remainder is used for validation. This
procedure is repeated k times until all subsets have been used for validation
once. In each of the k times, the model’s performance is evaluated when
compared with the validation fold of the step. Thus, the model’s performance
for a given combination of hyper-parameters is the average of the performances
of the k steps.

3.7
Tuning methods

The default configuration of the models’ hyper-parameters available in
Scikit-Learn [87] may not be the most suitable for creating a robust predictive
model. There are different ways to improve a model’s performance through
modifications in the hyper-parameters values, known as tuning. The two most
popular tuning techniques are Grid and Random Search. The first step for
both procedures is the same, selecting the hyper-parameters to be evaluated
and their possible values.
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The Grid Search (GS) is the most intuitive method and evaluates all
possible combinations of parameters so that the chosen one is the one that
predicts the test group with the slightest error. However, this method is
indicated when there are few total combinations, as it tends to become
computationally expensive as the number of evaluated parameters or the
discretization increases. The Random Search (RS) [88] was proposed to reduce
the computational demand required by a Grid Search, evaluating only a
stipulated number of random combinations. In the research, the methodology
was tested and compared with the Grid Search method for different algorithms
and datasets, and resulted in better models in most cases while required less
computational resources.

In the Figure 3.6, it is possible to compare a case in which the objective
is to improve the hyper-parameters 1 and 2. It is possible to verify that, in
the Grid Search method, all possible combinations between the parameters are
evaluated, which can be computationally exhaustive. On the other hand, the
Random Search method uses a predefined number of samples, randomly chosen
among all possible combinations, exemplified in the Algorithm 4 in Appendix
A.

Figure 3.6: Difference between grid and random search techniques [88].

3.8
Random search k-fold cross-validation holdout

Based on the points discussed in Sections 3.6 and 3.7, a Random Search
k-fold cross-validation holdout is performed to create and tune the model. For
a given regression model, the detailed process for choosing the best hyper-
parameters to be used and their respective performance response is presented.
The performance metric used as a criterion is the infinity norm described in
Subsection 3.5.2.
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The first step is defining the number of seeds (nseeds) to be tested,
so that the seed’s value is incremented by 1 each iteration until nseeds.
One hundred seeds are evaluated in order to provide stability in the model
performance estimation, following the recommendation of being in the 50-200
range presented in [89]. Thus, for a given seed, the Mersenne Twister algorithm
is used to select the percentage of samples chosen to compose the training set
([%]train) and the others to be the test set. In this study, 80 % of the data is
used for training and 20 % for testing.

Then, the grid is made from the possible values that each hyper-
parameter can assume (params). Furthermore, the number of random combi-
nations of hyper-parameters (ncombs) that are tested is also defined, with 100
being the amount adopted in this study. Thus, each combination of parameters
is individually tested through the k-fold CV technique. In this work, 5 folds
are used for the k-folds CV step. This step consists of dividing the training set
into k folds (exemplified in Figure 3.7) where the performance in the prediction
of each validation group is saved in Scorei. Thus, the performance for a given
combination of parameters (Scorep) is the average of the Scorei of this model
setup. This process is performed ncombs times, and the best combination of
parameters is updated at each iteration.

Figure 3.7: k-fold cross-validation concept [87].

After finding the best combination of hyper-parameters for a given seed,
the model is fitted with the entire training set. Subsequently, the test set output
is predicted (ypred), which allows to compare it with the expected response
(ytrue). Thus, if the model’s performance with its current configuration for this
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seed is better than the one previously calculated (best_score), it is updated
the best values of error (best_error), hyper-parameters (best_params) and
seed (best_seed). Thus, at the end of the process, the seed and its respective
best combination of parameters is defined, giving the evaluated model better
predicting performance. The Algorithm 1 is a pseudo-code of the presented
method.
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Algorithm 1 Random search k-fold cross-validation holdout.
x← input

y ← output

[%]train ← train percentage

nseeds← number of seeds

model← desired model

params← hyper − parameters

ncombs← number of combinations

k ← number of subsets

procedure rs_kfoldcv_holdout(nseeds, k, params, ncombs)
for seed = 1 . . . nseeds do

Split the dataset into training and test set for the given seed.
Create the complete combinations of parameters grid.
Select ncombs random combinations from the original grid.
for p = 1 . . . ncombs do

Set the p-th parameters combination to the model.
Split the training set into k subsets.
for i = 1 . . . k do

Fit the model to the data with the folds different than i.
Predict the outputs for the i-th fold.
Scorei ← norm∞(ytrue, ypred).

end for
Scorep ←

∑k

i=1 Scorei

k
.

if best_errorseed ≥ Scorep then
Update best_errorseed.
Update best_paramsseed.

end if
end for
Set the best_paramsseed to the model.
Fit the model to the training set.
Predict the outputs for the test set inputs.
if best_error ≥ norm∞(ytrue, ypred) then

Update best_error.
Update best_params.
Update best_seed.

end if
end for
return best_params, best_seed

end procedure
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4
Results and discussions

4.1
Complete generic design workflow to develop regression models based on
machine learning techniques

As discussed in Chapter 1, only [10] used AI techniques to improve DGS’
geometric characteristics, but there are no studies focused on using machine
learning techniques to predict the reliability of DGS’ systems. Moreover, the
other studies that aimed to create predictive models from simulation data were
unclear about the project pipeline to be followed. Therefore, a design workflow
is proposed for future research whose objective is to create a regression model
based on machine learning techniques where the dataset comes from computer
simulations, and there is no prior knowledge about the most appropriate
regression method. Thus, based on what was discussed throughout Chapter
3, the complete generic workflow (Figure 4.1) that is used in the case studies
in Sessions 4.2 and 4.3 is presented.

Figure 4.1: Generic design workflow for developing ML regression models.
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The proposed methodology consists of:

1. Define the variables of interest used as input in the predictive model
and output to be evaluated. It is important to note that this procedure
considers that all variables are continuous.

2. For each input variable, the minimum and maximum boundaries are
defined. Thus, this is the domain in which the regression model is
applicable.

3. Perform the full factorial design (FFD) to define the combinations
between the variables that are studied to compose the dataset. In this
case, it is recommended to perform the 3-level FFD so that the model
can better predict the physical behavior between the domain extremes.

4. Conduct the necessary experiments to obtain the required data to the
stipulated conditions. In the study, CFD simulations are performed.

5. With the complete database, that is, with the values assigned to each
of the variables in a simulation and their responses, it is necessary to
convert the input variables into RCV.

6. Carry out the tuning process presented in Algorithm 1 for different
regression models. In this study, 31 different regression models presented
in Table 4.1 are tested, performing the tuning step of their hyper-
parameters from the intervals presented in Appendix B. The code
developed for this application is available in a repository on Github
(https://github.com/matheus-hoffmann/skl_regressor_test).

7. With the best combination of hyper-parameters for each tested model, it
is possible to evaluate their performance for different metrics presented
in Chapter 3.

After performing this procedure, it is possible to compare the models
based on objective information. According to experimental studies of DGSs
presented in [12, 21], it is recommended to use chromel-alumel thermocouples
(type K) for temperature measurement. Based on the maximum tolerance
provided by this type of sensor, it is defined that the highest accepted infinity
norm is 2.5 °C [90], in order to provide a safe confidence interval for the
operation of the equipment. Furthermore, as the purpose of the application
is real-time prediction, the threshold value to perform a prediction is defined
as the human perception delay, 50 milliseconds, as presented in [91].

https://github.com/matheus-hoffmann/skl_regressor_test
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Table 4.1: Regression models implemented in Scikit-Learn [87] that will be
tested. There is the abreviation adopted for each method, the reference where
they were first presented and the type of model among those characterized in
Section 3.4.

Method Abreviation Reference Type

AdaBoostRegressor ABR [81] Ensemble
BaggingRegressor BgR [82] Ensemble
BayesianRidge ByR [65] Linear
DecisionTreeRegressor DTR [79] Tree
ElasticNet ElN [66] Linear
ElasticNetCV ElNCV [66] Linear
ExtraTreeRegressor ETR [80] Tree
ExtraTreesRegressor ETsR [80] Ensemble
GradientBoostingRegressor GBR [83] Ensemble
HuberRegressor HuR [67] Linear
KNeighborsRegressor KNR [76] Neighbors
Lars Lar [68] Linear
LarsCV LarCV [68] Linear
Lasso Las [69] Linear
LassoCV LasCV [69] Linear
LassoLars LsLr [70] Linear
LassoLarsCV LsLrCV [70] Linear
LassoLarsIC LsLrIC [70] Linear
LinearRegression Lin [64] Linear
LinearSVR LSVR [77] SVM
NuSVR NSVR [78] SVM
OrthogonalMatchingPursuit OMP [71] Linear
OrthogonalMatchingPursuitCV OMPCV [71] Linear
PassiveAggressiveRegressor PAR [72] Linear
RANSACRegressor RAN [73] Linear
RandomForestRegressor RFR [84] Ensemble
Ridge Rid [74] Linear
RidgeCV RidCV [74] Linear
SGDRegressor SGD [75] Linear
SVR SVR [77] SVM
XGBRegressor XGB [85] Ensemble
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4.2
Predicting dry gas seals reliability with machine learning techniques for a
fixed mixture composition

4.2.1
Problem description

This first case study aims to develop a predictive machine learning
model that estimates the safety margin for a T groove (geometry described
at Table 2.7), a fixed composition and different operating conditions. The
mixture is composed by 80 % methane, 19 % ethane, and 1 % octane. This
composition is prone to be critical because, due to the large percentage of
octane, the super-heated steam curve tends to have higher temperature values,
requiring the model to be robust for a specific critical condition, the interior
of the saturation curve. A 3-level FFD was performed to combine the different
operating conditions, where the levels of each parameter are displayed in Table
4.2. Thus, to create the dataset to be used by the ML model, it is necessary
to run 81 CFD simulations. It is worth highlighting that the system outlet
pressure is atmospheric for all cases, approximately 101300 Pa, as exposed
at [5].

Table 4.2: Levels to be evaluated in each input variable assuming a fixed gas
mixture composition.

Operational condition lower bound midpoint upper bound

Clearance [h] 3 µm 4 µm 5 µm
Inlet temperature [Tin] 293 K 358 K 423 K
Angular velocity [ω] 10000 RPM 15000 RPM 20000 RPM
Inlet pressure [Pin] 1 MPa 5.5 MPa 10 MPa

4.2.2
Results

After the execution of 81 CFD simulations, the set of variables used
for the elaboration of the ML model was converted into reduced centralized
variables, giving all operating conditions minimum and maximum values of -1
and 1, respectively. Thus, there is an increase in the numerical stability of the
model and possibly a reduction in the algorithm training time.

In the tuning step, the Algorithm 1 was performed for all models de-
scribed in Table 4.1. Table 4.3 shows the results for different performance
metrics of the best combination of hyper-parameters obtained for each regres-
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sion model. In this one, the results are ordered according to the lowest infinity
norm values, considering that this was the criterion adopted to evaluate the
model’s robustness. It is worth pointing that linear and neighbor-based mod-
els are not suitable for making accurate predictions. On the other hand, those
based on SVM and trees, either a single one or ensembles using multiple trees,
proved to be more robust and capable compared to the others. All models’ R2

and R2
a scores are high, demonstrating that they are insufficient criteria for

choosing the most appropriate model. Furthermore, the MAE and the RMSE
follow the infinity norm tendency, however, due to the high amount of low
absolute residuals, these metrics present lower values than the infinity norm.
Finally, MAPE is more sensitive to smaller values, being an unreliable metric
for decision making. Thus, it is proved that choosing the infinity norm as the
reference metric guarantees operational reliability in realistic cases.

Table 4.3: Performance metrics ordered by norm∞ for the best model achieved
by each method after the tuning step for a fixed composition dataset.

Method Type norm∞ [°C] R2 [-] R2
a [-] MAE [°C] RMSE [°C] MAPE [%]

NuSVR SVM 1.872 0.9997 0.9997 0.590 0.763 43.6
ExtraTreeRegressor Tree 2.422 0.9992 0.9989 1.020 1.335 10.9
SVR SVM 2.540 0.9993 0.9991 0.939 1.211 71.3
GradientBoostingRegressor Ensemble 2.566 0.9995 0.9993 1.082 1.350 31.6
ExtraTreesRegressor Ensemble 2.622 0.9994 0.9992 0.943 1.196 15.6
XGBRegressor Ensemble 2.691 0.9994 0.9992 1.157 1.344 14.2
DecisionTreeRegressor Tree 2.812 0.9992 0.9989 1.091 1.407 11.3
RandomForestRegressor Ensemble 2.943 0.9989 0.9985 1.426 1.651 25.8
BaggingRegressor Ensemble 3.144 0.9990 0.9987 1.565 1.857 9.4
AdaBoostRegressor Ensemble 3.857 0.9985 0.9980 1.879 2.259 11.5
LassoCV Linear 7.041 0.9901 0.9868 4.574 5.000 206.9
ElasticNet Linear 7.066 0.9899 0.9866 4.605 5.032 211.2
Lasso Linear 7.066 0.9899 0.9866 4.605 5.032 211.2
LassoLars Linear 7.066 0.9899 0.9866 4.605 5.032 211.2
OrthogonalMatchingPursuitCV Linear 7.088 0.9903 0.9871 4.456 4.931 202.8
LassoLarsIC Linear 7.089 0.9905 0.9874 4.526 4.881 173.0
ElasticNetCV Linear 7.244 0.9905 0.9874 4.515 4.886 198.8
SGDRegressor Linear 7.269 0.9897 0.9862 4.673 5.105 215.5
RidgeCV Linear 7.375 0.9897 0.9863 4.656 5.083 219.6
Ridge Linear 7.376 0.9897 0.9863 4.656 5.083 219.6
BayesianRidge Linear 7.405 0.9897 0.9862 4.666 5.100 220.5
LinearRegression Linear 7.443 0.9896 0.9861 4.680 5.121 221.5
LassoLarsCV Linear 7.443 0.9896 0.9861 4.680 5.121 221.5
LarsCV Linear 7.443 0.9896 0.9861 4.680 5.121 221.5
RANSACRegressor Linear 7.443 0.9896 0.9861 4.680 5.121 221.5
Lars Linear 7.443 0.9896 0.9861 4.680 5.121 221.5
HuberRegressor Linear 7.500 0.9896 0.9861 4.689 5.131 222.6
LinearSVR SVM 7.531 0.9850 0.9800 5.372 5.693 139.1
PassiveAggressiveRegressor Linear 8.549 0.9900 0.9867 5.175 5.851 146.8
OrthogonalMatchingPursuit Linear 15.926 0.9603 0.9470 10.220 10.913 184.7
KNeighborsRegressor Neighbors 18.872 0.9570 0.9427 9.480 11.171 80.3
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The regression model that obtained the lowest infinite norm was the
NuSVR [78]. In this one, the combination of hyper-parameters that provided
this performance is presented in Table 4.4, where its parameters represent:

– ν: An upper bound on the fraction of training errors and a lower bound
of the fraction of support vectors.

– Kernel: Type of kernel to be used in the algorithm.

– γ: Kernel coefficient.

– C: Penalty parameter of the error term.

Table 4.4: Best NuSVR hyper-parameters for a fixed composition dataset.

Parameter Value

ν 1
Kernel RBF
γ 0.01
C 30000

With the model presented above, it was possible to predict the output
for the test input data set (ypred) and compare it with the values obtained
through numerical simulation (ytrue). In the regression diagram in Figure 4.2
(b), it is possible to verify that the points are close to the 0 error dotted
line, which is the first indicator that the obtained model meets the objective.
Furthermore, from the histogram in Figure 4.2 (a), it can be seen that
the points with the most significant absolute errors are in conditions where
the safety margin is underestimated, not compromising the integrity of the
operation. In addition, it is possible to perceive a greater density of points
at the origin from the histogram, representing low errors. This information
is corroborated by evaluating both the mean of these residuals in Table 4.5.
Also, the range of values between 25% and 75 % shows that at least 50 % of
predictions have errors of magnitude below 1 °C.
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(a) (b)

Figure 4.2: NuSVR best configuration predictions for a fixed composition. (a)
Histogram of the error of the test set. (b) Regression diagram of the test set.

Table 4.5: Best model prediction statistics for a fixed composition.

model mean std min 25% 50% 75% max time

NSVR 0.069 0.783 -0.848 -0.627 0.001 0.463 1.872 70.1 µs

4.3
Predicting dry gas seals reliability with machine learning techniques for a
variable mixture composition

4.3.1
Problem description

The second case study aims to develop a predictive machine learning
model that estimates the safety margin for a T groove (geometry described at
Table 2.7) when both the mixture composition and the operating conditions
are variable. For consistency when it comes to the composition of the mixture,
it is assumed that

[%]C2H6 = 1− ([%]CH4 + [%]C8H18), (4-1)

where [%]C2H6 , [%]CH4 and [%]C8H18 correspond respectively to the molar
concentrations of ethane, methane and octane. Thus, the combinations of
concentrations of [%]CH4 and [%]C8H18 in the experiments are varied, and
[%]C2H6 is written as the result of Equation 4-1. The octane concentration
is the parameter used to increase the super-heated steam curve temperature
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as exemplified in Figure 2.12, and the other operating conditions are presented
in Table 4.6. It is worth highlighting that the system outlet pressure is
atmospheric for all cases, approximately 101300 Pa, as exposed at [5]. Thus,
a 3-level FFD was performed to create the dataset used in the ML model,
requiring 729 CFD simulations.

Table 4.6: Levels to be evaluated in each input variable assuming a variable
gas mixture composition.

Operational condition lower bound midpoint upper bound

Methane [CH4] 70 % 75 % 80 %
Octane [C8H18] 0 % 0.5 % 1 %
Clearance [h] 3 µm 4 µm 5 µm
Inlet temperature [Tin] 293 K 358 K 423 K
Angular velocity [ω] 10000 RPM 15000 RPM 20000 RPM
Inlet pressure [Pin] 1 MPa 5.5 MPa 10 MPa

4.3.2
Results

After performing the 729 CFD simulations, the set of variables used for
the elaboration of the ML model was converted into RCV. Then, in the tuning
step, the Algorithm 1 was executed for all models described in Table 4.1. Table
4.7 shows the results for different performance metrics of the best combination
of hyper-parameters obtained for each regression model. The results are sorted
according to the same criteria presented in Session 4.2. It is worth highlighting
that considering the effects of the mixture composition on the model, greater
robustness would be needed to represent these nonlinearities, as expected.
Thus, it is evident that linear models continue to be the least indicated in
this situation, and those based on SVM and trees showed better predictions
than the other types. As in the previous case study, the MAE and the RMSE
follow the infinity norm tendency, but the R2 and R2

a scores have lower values as
the models’ infinity norm increases, evidencing the need for greater robustness
in predictive models.
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Table 4.7: Performance metrics ordered by norm∞ for the best model achieved
by each method after the tuning step for a variable composition dataset.

Method Type norm∞ [°C] R2 [-] R2
a [-] MAE [°C] RMSE [°C] MAPE [%]

GradientBoostingRegressor Ensemble 6.976 0.9995 0.9995 1.194 1.789 6.8
ExtraTreesRegressor Ensemble 7.587 0.9989 0.9989 1.821 2.562 5.8
SVR SVM 7.673 0.9993 0.9992 1.333 1.994 16.3
ExtraTreeRegressor Tree 8.079 0.9991 0.9990 1.716 2.456 6.9
RandomForestRegressor Ensemble 8.107 0.9986 0.9985 2.251 2.823 14.9
BaggingRegressor Ensemble 8.796 0.9992 0.9991 1.496 2.159 12.6
DecisionTreeRegressor Tree 9.216 0.9986 0.9986 1.993 2.700 6.4
XGBRegressor Ensemble 9.279 0.9991 0.9990 1.450 2.276 9.3
NuSVR SVM 9.941 0.9992 0.9992 1.380 2.210 4.7
AdaBoostRegressor Ensemble 25.848 0.9714 0.9702 11.944 13.867 116.6
RANSACRegressor Linear 32.855 0.9463 0.9440 17.298 19.256 264.4
Ridge Linear 33.100 0.9461 0.9438 17.337 19.289 267.2
LassoCV Linear 33.107 0.9461 0.9438 17.347 19.288 266.2
ElasticNetCV Linear 33.107 0.9461 0.9438 17.347 19.288 266.2
LarsCV Linear 33.108 0.9461 0.9438 17.343 19.284 267.4
LassoLarsCV Linear 33.108 0.9461 0.9438 17.343 19.284 267.4
Lasso Linear 33.109 0.9461 0.9438 17.338 19.279 268.8
LassoLars Linear 33.109 0.9461 0.9438 17.338 19.279 268.8
ElasticNet Linear 33.109 0.9462 0.9438 17.336 19.277 269.4
LassoLarsIC Linear 33.109 0.9462 0.9438 17.335 19.277 269.6
LinearRegression Linear 33.109 0.9462 0.9438 17.335 19.277 269.6
Lars Linear 33.109 0.9462 0.9438 17.335 19.277 269.6
BayesianRidge Linear 33.114 0.9461 0.9438 17.336 19.281 268.8
OrthogonalMatchingPursuitCV Linear 33.280 0.9324 0.9295 17.458 19.582 196.9
SGDRegressor Linear 33.390 0.9457 0.9433 17.406 19.361 264.6
LinearSVR SVM 33.429 0.9478 0.9456 16.789 18.979 253.4
HuberRegressor Linear 33.730 0.9480 0.9458 16.688 18.942 248.8
RidgeCV Linear 33.785 0.9480 0.9457 16.698 18.945 250.0
KNeighborsRegressor Neighbors 35.352 0.9548 0.9528 11.502 14.042 44.9
PassiveAggressiveRegressor Linear 38.991 0.9467 0.9444 15.343 19.184 237.1
OrthogonalMatchingPursuit Linear 99.681 0.5722 0.5537 46.895 51.506 602.1

The regression model that obtained the lowest infinite norm was the
Gradient Boosting Regressor [83]. In this one, the combination of hyper-
parameters that provided this performance is presented in Table 4.8, where
its parameters represent:

– Loss: loss function to be optimized.

– Maximum features: number of features to consider when looking for the
best split.

– Learning rate: shrinks the contribution of each tree.

– Min. number of samples at a leaf: minimum number of samples required
to be at a leaf node.

– Max. number of estimators: number of boosting stages to perform.
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– Percentage of samples: fraction of samples to be used for fitting the
individual base learners.

– Criterion: function to measure the quality of a split.

– Min. number of samples to split node: minimum number of samples
required to split an internal node.

Table 4.8: Best Gradient Boosting hyper-parameters for a variable composition
dataset.

Parameter Value

Loss ’lad’
Maximum features Auto
Learning rate 0.1
Min. number of samples at a leaf 10
Max. number of estimators 2000
Percentage of samples 1
Criterion Friedman MSE
Min. number of samples to split node 30

From the model presented above, it was possible to compare the forecast
and the actual value of the test set’s outputs. In the regression diagram in
Figure 4.3 (b), it is possible to verify that most of the points are close to
the zero error line. However, as the values of ytrue decrease, it is noted that
some points are further away from this reference line. From the histogram
in Figure 4.3 (a), it can be seen that, despite a high density of points near
the origin, there is also a considerable amount further away on both sides of
the histogram. This information is corroborated when evaluating the Table
4.9, where it is possible to see that although 50 % of the points have errors
of magnitude below 1 °C, the minimum and maximum values obtained are
considerably above the defined as a limit for safe and reliable operation.
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(a) (b)

Figure 4.3: Gradient Boosting Regressor best configuration predictions for a
variable composition. (a) Histogram of the error of the test set. (b) Regression
diagram of the test set.

Table 4.9: Best model prediction statistics for a variable composition.

model mean std min 25% 50% 75% max time

GBR 0.270 1.927 -6.951 -0.610 0.122 1.062 6.180 362.8 µs

4.4
Applicability discussion

It took approximately 972 hours of simulation to create the dataset
for the first case study (Section 4.2) and approximately 8748 hours for the
second case study (Section 4.3), totaling approximately 41 and 365 days,
respectively. However, using a developed execution queue manager, it was
possible to run up to 10 simulations simultaneously, reducing the total time
required to create the datasets to 23 and 207 days, respectively. Although this
step of creating the dataset precedes the operation itself, where the focus is on
performance, the time required to create the dataset considering a composition
that varies over time is very high using the computational resources used in this
research. A possible solution would be to increase the computational resources
or evaluate the applicability of other DoE techniques to define a smaller number
of simulations to be performed.

The tuning step took about 22 hours for the first case study and 72
hours for the second. This step considers the time required to obtain the best
combination of hyper-parameters for each of the 31 regression models. As it is
a step that also precedes the operation, these are added to the time needed to
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create the dataset, totaling 24 and 210 days, respectively, for each case study.
In order to predict a safety margin for certain operational conditions, 70.1 and
362.8 µs respectively are needed for each case study. The time required for
both estimates satisfies the concept of real-time defined previously, fulfilling
the stipulated project requirement. Information regarding the time required in
each step is presented in Table 4.10.

Table 4.10: Description of the time required to perform each step from model
creation to prediction. (Section 4.2) Fixed composition dataset. (Section 4.3)
Variable composition dataset.

Procedure Section 4.2 Section 4.3

CFD simulations 23 days 207 days
Tuning 22 hours 72 hours
Prediction 70.1 µs 362.8 µs

Furthermore, in the case study presented in Section 4.2, from Table 4.5
the infinity norm of residuals is 1.872 °C, satisfying the stipulated maximum
of 2.5 °C design requirement. On the other hand, in the case study presented
in Section 4.3, from Table 4.9 the design requirement was not met, with a
value of 6.951 °C. Thus, it is concluded that it is possible to make reliable
predictions of the safety margin in operation from the fixed composition
hypothesis. However, it was impossible to find a robust model when considering
the variable composition hypothesis. There is the possibility of improving
the model’s performance that assumes a variable composition by increasing
the number of CFD simulations in the dataset, but this is outside the scope
proposed in the study. Figure 4.4 compares the smallest infinite norm of each
regressive model, and shows the discrepancy between the performances for the
two evaluated hypotheses. It is evident that incorporating the gas composition
in the predictive model analysis is necessary to increase the robustness of the
techniques used.
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Figure 4.4: Comparison of the norm∞ obtained after the tuning process for all methods under the two hypotheses about the sealing gas
composition: fixed (blue) and variable (orange).
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5
Conclusion

This work evaluated the possibility of replacing CFD simulations in the
operational reliability verification of dry gas seals with a machine learning re-
gression model developed from a generic design workflow. First, a simulation
solver was developed coupling OpenFOAM with thermodynamic tables gener-
ated from data available in REFPROP. In this one, the boundary conditions,
initialization of internal fields of the domain, and the adequate mesh were ad-
justed to guarantee a CFD model that reproduced the study presented in [11].
The obtained model showed mean errors between the pressure profiles along
the radius of 3.4, 2.1, and 3.3 % for clearances of 2.03, 3.05, and 5.08 µm
respectively, thus proving the consistency of the solution.

Then, a generic design workflow was proposed to create regression models
using ML techniques from numerical simulations. This workflow covered from
the definition of the simulations to be performed based on the variables of
interest to the choice of the best model to be used. This method was used in
the two case studies on the reliability of dry gas seals. In the first case study,
it was assumed that the composition of the gas mixture flowing through the
DGS is constant. In this one, it was possible to obtain a NuSVR model with a
maximum absolute error of 1.872 °C, below the maximum stipulated as a safety
design requirement. The second case study assumed that the composition
of the gas mixture could vary. Under these conditions, the model that best
fitted was the Gradient Boosting with a maximum absolute error of 6.951 °C.
However, this error is higher than the maximum permissible error, leading to
the conclusion that conventional techniques were not enough to create a robust
model under the assumption of variable gas composition.

Finally, the time required to create the datasets and perform the tuning
of the hyper-parameters for each of the case studies was evaluated. It took 24
and 210 days to carry out these steps in the case studies 1 and 2, respectively.
In addition, the forecast time for both was lower than the threshold necessary
to be considered a real-time forecast, proving the applicability in operational
conditions.

Some suggestions are presented for future research:

– Test other DoE techniques for creating the dataset. One of the
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most basic techniques for creating the dataset, the 3-level FFD, was used,
but it is possible to define the CFD simulations to be performed using
other techniques to increase the representativeness of the data and get
more robust models. It is recommended to consider the central composite
design [61], Box-Behnken [92] and Doehlert [93] designs. However, not
getting considerable improvements in performing predictions, other DoE
techniques could be used in order to reduce the number of CFD simu-
lations needed without compromising the quality of the models. To this
end, it is recommended to evaluate the D-Optimal [94] and Uniform [95]
(developed for numerical simulations) designs.

– Evaluate the use of the Leave One Out Cross-Validation
(LOOCV) technique. LOOCV [96] is a specific case of K-Fold CV
(Section 3.6) when K is equal to the total number of samples n. Hence,
the dataset is divided into n parts and n − 1 data is used for training
the model and one for validation, this process being repeated n times.
This procedure is recommended only for small datasets, with a maximum
of 1000 samples, because of the increased computational cost required.
Thus, with the use of LOOCV, it is possible to obtain a model with
better precision due to the greater number of tests performed, but it can
also imply a considerable increase in the execution time of the tuning
step.

– Investigate more robust regression techniques. These techniques
can improve the SM prediction of models that consider a variable mixture
composition, considering that the conventional models were not enough.
As a first approach, it may be interesting to create ensemble methods
with combinations of weak learners not based on trees, given that these
have already been evaluated in the present study. In addition, the use
of neural networks may be necessary for a better representation of the
phenomena, as presented in the studies [32–34,37,38,40–48].

– Optimize the operating conditions of the DGS. It can optimize
the operating conditions to reduce the operational cost of the compressor
using the proposed predictive model. An example would be the decrease
in the inlet temperature, still guaranteeing the 20 °C safety margin
required in [14], culminating in a reduction in the energy cost of the
heater that precedes the DGS.

– Increase the number of components in the mixture composition.
This modification aims to assess the influence of other substances on
the prediction of the safety margin. Including more components in the
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mixture directly implies an increase in the number of simulations to be
performed if the 3-level FFD is maintained, however, to circumvent this,
a fractional factorial design [61] could be used to reduce the number
of simulations. Including carbon dioxide (CO2) and propane (C3H8) is
recommended, as their concentrations tend to increase over time.
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A
Model construction algorithms

The algorithms presented here are based on the Scikit-Learn documenta-
tion [87] and were described in Chapter 3. The Algorithm 1 used in the study
is based on the following procedures:

– Algorithm 2: Holdout algorithm described in Section 3.6.

– Algorithm 3: K-fold cross-validation algorithm described in Section 3.6.

– Algorithm 4: Random-search algorithm described in Section 3.7.

Algorithm 2 Holdout technique.
x← input

y ← output

[%]train ← train percentage

seed← seed

model← desired model

procedure holdout(seed)
Split the dataset into training and test set for the given seed.
Fit the model to the training set.
Predict the outputs for the test set inputs.
return norm∞(ytrue, ypred)

end procedure
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Algorithm 3 K-fold cross-validation
x← input

y ← output

model← regression model

k ← number of subsets

procedure kfoldcv(k)
Split the dataset into k subsets.
for i = 1 . . . k do

Fit the model to the data with the folds different than i.
Predict the outputs for the i-th fold.
Scorei ← norm∞(ytrue, ypred).

end for
return

∑k

i=1 Scorei

k

end procedure

Algorithm 4 Random search
x← input

y ← output

model← regression model

params← hyper − parameters

ncombs← number of combinations

procedure random_search(params, ncombs)
Split the dataset into training and test set.
Create the complete combinations of parameters grid.
Randomly select ncombs parameters combinations from the original grid.
for p = 1 . . . ncombs do

Set the p-th parameters combination to the model.
Fit the model to the training set.
Predict the outputs for the test set inputs.
if best_error ≥ norm∞(ytrue, ypred) then

Update best_error.
Update best_params.

end if
end for
return best_params

end procedure
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B
Models valid hyper-parameters

Table B.1 presents, for each regression model to be evaluated, the ranges
of values of possible hyper-parameters. From these, the combinations will be
performed as presented in Section 3.8 to tune the hyper-parameters. The
columns in this table correspond to:

– Model: Regression model.

– Hyper-parameter: model parameter to be evaluated.

– Distribution/option: possible values for the evaluated hyper-parameter.
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Model Hyper-parameter Distribution/option
AdaBoostRegressor Learning rate Log-uniform [10−1, 103]

Loss function Linear, square, exponential
Max. number of estimators Uniform integer {50, 100, ..., 1000}

BaggingRegressor Percentage of samples Log-uniform [10−1, 100]
Max. number of estimators Uniform integer {50, 100, ..., 1000}

BayesianRidge α1 Log-uniform [10−9, 102]
α2 Log-uniform [10−9, 102]
λ1 Log-uniform [10−9, 102]
λ2 Log-uniform [10−9, 102]
Max. number of iterations Uniform integer {50, 100, ..., 105}
Compute intercept? True, False
Normalize data? True, False

DecisionTreeRegressor Criterion MSE, Friedman MSE, MAE
Max. number of features Auto, sqrt, log2
Min. number of samples at a leaf [1, 5, 10, 15, 20]
Min. number of samples to split node [2, 11, 21, 30, 40]

ElasticNet α Log-uniform [10−3, 103]
Compute intercept? True, False
Penalty combination of L1 and L2 [0, 0.25, 0.5, 0.75, 1]
Normalize data? True, False

ElasticNetCV Compute intercept? True, False
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Model Hyper-parameter Distribution/option
Penalty combination of L1 and L2 [0, 0.25, 0.5, 0.75, 1]
Normalize data? True, False

ExtraTreeRegressor Criterion MSE, Friedman MSE, MAE
Maximum features Auto, sqrt, log2
Min. number of samples at a leaf [1, 5, 10, 15, 20]
Min. number of samples to split node [2, 11, 21, 30, 40]

ExtraTreesRegressor Criterion MSE, MAE
Maximum features Auto, sqrt, log2
Min. number of samples at a leaf [1, 5, 10, 15, 20]
Min. number of samples to split node [2, 11, 21, 30, 40]
Max. number of estimators Uniform integer {50, 100, ..., 1000}

GradientBoostingRegressor Criterion MSE, Friedman MSE
Learning rate Log-uniform [10−3, 100]
Loss function Huber, ls, lad, quantile
Maximum features Auto, sqrt, log2
Min. number of samples at a leaf [1, 5, 10, 15, 20]
Min. number of samples to split node [2, 11, 21, 30, 40]
Max. number of estimators Uniform integer {50, 100, ..., 1000}
Percentage of samples Log-uniform [10−3, 100]

HuberRegressor α Log-uniform [10−4, 101]
ϵ Log-uniform [100, 101]
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Model Hyper-parameter Distribution/option
Max. number of iteration [10, 100, 500, 1000]

KNeighborsRegressor Algorithm Auto, Ball Tree, KD Tree, Brute force
Distance metric Euclidean, Manhattan, Chebyshev
Number of neighbors [2, 3, 4, 5, 6]
Weights Uniform, distance

Lars Compute intercept? True, False
Normalize data? True, False

LarsCV Compute intercept? True, False
Normalize data? True, False

Lasso α Log-uniform [10−3, 103]
Compute intercept? True, False
Normalize data? True, False

LassoCV Compute intercept? True, False
Normalize data? True, False

LassoLars α Log-uniform [10−3, 103]
Compute intercept? True, False
Normalize data? True, False

LassoLarsCV Compute intercept? True, False
Normalize data? True, False

LassoLarsIC Criterion bic, aic
Compute intercept? True, False
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Model Hyper-parameter Distribution/option
Normalize data? True, False

LinearRegression Compute intercept? True, False
Normalize data? True, False
Force positive coefficients? True, False

LinearSVR C Log-uniform [10−2, 105]
ϵ Log-uniform [10−2, 100]
Loss function ϵ-insensitive, ϵ2-insensitive

NuSVR C Log-uniform [10−2, 105]
γ Log-uniform [10−5, 104]
Kernel Linear, RBF, Sigmoid
ν Log-uniform [10−2, 100]

OrthogonalMatchingPursuit Compute intercept? True, False
Normalize data? True, False

OrthogonalMatchingPursuitCV Compute intercept? True, False
Normalize data? True, False

PassiveAggressiveRegressor C Log-uniform [10−2, 105]
ϵ Log-uniform [10−2, 100]
Compute intercept? True, False

RandomForestRegressor Criterion MSE, MAE
Maximum features Auto, sqrt, log2
Min. number of samples at a leaf [1, 5, 10, 15, 20]
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Model Hyper-parameter Distribution/option
Min. number of samples to split node [2, 11, 21, 30, 40]
Max. number of estimators Uniform integer {50, 100, ..., 1000}

RANSACRegressor Loss function absolute_loss, squared_loss
Percentage of samples [0.1, 0.5, 0.9]

Ridge α Log-uniform [10−1, 103]
Compute intercept? True, False
Normalize data? True, False
Solver Auto, SVD, Cholesky,

Least-squares, Sparse CG,
Stochastic Average Gradient Descent

RidgeCV Compute intercept? True, False
LOOCV strategy Auto, SVD, Eigen
Normalize data? True, False

SGDRegressor α Log-uniform [10−3, 103]
Compute intercept? True, False
Penalty combination of L1 and L2 [0, 0.25, 0.5, 0.75, 1]
Learning rate Constant, Optimal,

Inverse Scaling, Adaptive
Loss function Squared Loss, Huber,

ϵ-insensitive, ϵ2-insensitive
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Model Hyper-parameter Distribution/option
Penalty L1, L2, ElasticNET

SVR C Log-uniform [10−2, 105]
ϵ Log-uniform [10−2, 100]
γ Log-uniform [10−5, 104]
Kernel Linear, RBF, Sigmoid

XGBRegressor Booster technique gbtree, gblinear, dart
Learning rate Log-uniform [10−3, 100]
Maximum tree depth [9, 10, 11, 12]
Min. sum of weights in a node [5, 6, 7, 8]
Percentage of samples [0.7, 0.8, 0.9, 1.0]

Table B.1: Hyper-parameter settings for tuning the models in the present work using random search k-fold cross-validation holdout.
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