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Abstract 

da Costa, Cíntia Aparecida Pires; da Silveira, Enio Frota (Advisor). MeV 

ion and keV electron irradiation effects on prebiotic materials: 

radiolysis and sputtering. Rio de Janeiro, 2021. 319p. PhD. Dissertation-

Departamento de Física, Pontifícia Universidade Católica do Rio de Janeiro. 

The presence of amino acids in comets and meteorites raises questions 

about how they have been formed in cosmic environments, as well as how long 

they can survive in outer space; radioresistance is essential information to predict 

half-lives and make advances on the origins of life studies. The main objective of 

the current work is to determine, via infrared spectrometry, destruction cross 

sections of common amino acids exposed to energetic ion and electron radiation. 

Before sample irradiation, valine vibrational band strengths and their infrared 

spectral dependence on temperature (10 – 400 K) were analyzed. Apparent 

destruction cross sections (σd
ap

) and sputtering yields (Y0) for glycine, valine and 

phenylalanine, irradiated by MeV H
+
, He

+
 and N

q+
 ions and keV electrons, were 

measured. From experimental data: i) an approximately linear dependence 

between the apparent destruction cross section and the electronic stopping power 

(Se) is found: σd
ap

 = σd + Y0 /N0 = a Se
n
 (where n ~ 1) for MeV projectiles and for 

samples at room temperature; ii) σd
ap

 preliminary results relative to multi-charged 

nitrogen ion beams are discussed; and iii) destruction cross section of valine 

irradiated by keV electrons, as well as its dependence on incident beam energy, 

on sample thickness and on sample temperature are presented. As a theoretical 

contribution, the evolution of organic matter damage by charged projectiles, 

particularly for electron beams, the CASINO-extended model was developed. 

When compared to experimental results, the model predictions underestimate the 

damage caused by electron beams, evidence that sputtering and probably some 

sample characteristics (as crystallographic structure) are involved. As 

astrophysical implications, cosmic ray half-lives for valine and phenylalanine are 

estimated to be about 10 million years in the interstellar medium; solar wind half-

life at 1 au from the Sun is ~ 3 days for glycine. Aiming to simulate realistic 

astrophysical materials bombarded by keV electrons, the half-life of valine 

embedded into water and CO2 ices over a silicate substrate is also predicted.  

Keywords 

 Amino acid; Ion beam; Electron beam; FTIR; CASINO; Cosmic rays. 
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Resumo 

da Costa, Cíntia Aparecida Pires; da Silveira, Enio Frota (Orientador). 

Efeitos induzidos pela irradiação com íons de MeV e elétrons de keV 

em materiais prebióticos: radiólise e sputtering. Rio de Janeiro, 2021. 

348p. PhD. Tese de Doutorado - Departamento de Física, Pontifícia 

Universidade Católica do Rio de Janeiro. 

A presença de aminoácidos em cometas e meteoritos levanta questões sobre 

como estes foram formados em ambientes cósmicos, bem como de que maneira 

eles foram capazes de sobreviver no espaço sideral; radioresistência é uma 

informação essencial para prever meias-vidas e avançar os estudos sobre origens 

da vida. O principal objetivo deste trabalho é determinar, por meio de 

espectroscopia no infravermelho, as seções de choque de destruição de 

aminoácidos comuns expostos à radiação de íons e elétrons energéticos. As forças 

de banda vibracionais (A-values) e a dependência do espectro infravermelho com 

a temperatura da amostra (10 – 400 K) foram analisadas. Seções de choque de 

destruição aparente (σd
ap

) e rendimentos de sputtering (Y0) para glicina, valina e 

fenilalanina irradiadas por H
+
, He

+
 e N

q+
 íons de MeV e elétrons de keV foram 

medidos. Encontrou-se: i) uma dependência aproximadamente linear entre a seção 

de choque de destruição aparente e o poder de freamento eletrônico (Se):                  

σd
ap

 = σd + Y0 /N0 = a Se
n
 (onde n ~ 1) para projéteis de MeV e para amostras à 

temperatura ambiente; ii) resultados preliminares de σd
ap

 para feixes de nitrogênio 

multi-carregados; e iii) resultados de seção de choque de destruição de valina 

irradiada por elétrons de keV, bem como sua dependência com a energia de 

incidência do feixe, e com a espessura e temperatura da amostra. Como 

contribuição teórica, o modelo CASINO-estendido foi desenvolvido visando 

descrever a evolução da degradação de matéria orgânica por projéteis carregados, 

particularmente por feixes de elétrons. Comparadas aos resultados experimentais, 

as previsões do modelo subestimam o dano causado pelo feixe de elétrons, 

evidência de que efeitos de sputtering e provavelmente algumas características da 

amostra (como a estrutura cristalográfica) devem ser incluídos. Como implicações 

astrofísicas, meias-vidas para valina e fenilalanina irradiadas por raios cósmicos 

são estimadas em aproximadamente 10 milhões de anos no meio interestelar; da 

glicina, se irradiadas por vento solar a uma unidade astronômica do Sol, é ~ 3 

dias. Visando simular materiais astrofísicos realistas bombardeados por elétrons 

de keV, a meia-vida de valina envolta por gelos de água e CO2 e depositada sobre 

silicato é também prevista. 

Palavras-chave 
Aminoácido; Feixes de íons; Feixes de elétrons; FTIR; CASINO; Raios cósmicos. 
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1 

Introduction 

 

Degradation of organic material exposed to  ionizing radiation has an 

enormous relevance in areas such as Medical Physics (Radiotherapy, production 

and application of radioisotopes), Radiological Security of nuclear plants and 

large accelerator laboratories, manned missions in the Solar System, and 

Astrochemistry (evolution of molecular species in the Universe). Although main 

lines concerning the interaction of energetic photons, electrons and ions with 

organic matter are under research since decades, specific information is still 

needed.  

The focus of this work is in one of these specific systems: MeV ion and 

keV electron radiation impinging on prebiotic molecules. The scenario can be 

constrained as well, represented by the following question: what is the 

degradation rate of some common amino acids exposed to Solar Wind or to 

Galactic Cosmic Rays?  

 Indeed, the main amino acids (vital for living beings) and some other 

complex organic molecules (COMs) have been found in meteorites such as 

Murray, Murchison, Nogoya and Mokoia [1–3]. In particular, glycine (Gly) has 

been detected indirectly by the Stardust probe in dust traces of the comet 

81P/Wild 2 [4], and directly, in considerable large quantities, in jets of the comet 

67P/Churyumov-Gerasimenko by the Rosetta mission [5]. The detection of valine 

(Val) and phenylalanine (Phe) molecules has not been confirmed yet, but since 

these materials are present in meteorites, they might exist elsewhere in the outer 

space too. Moreover, if larger molecules such as PAHs (Polycyclic Aromatic 

Hydrocarbons) exist throughout diverse astronomical environments [6], the 

detection of amino acids in the interstellar medium is expected.   

 In space, those materials are exposed to several kinds of radiation. From an 

abiotic origin of life point of view, relevant questions appear, as: Does space 

radiation have a role in the synthesis of COMs? Is cosmic organic matter 
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responsible for the existence of life as we know? Considering astronomical low 

temperature and pressure conditions, the “Chemistry of life” would not be able to 

occur spontaneously in these environments: some kind of catalyzer should be 

necessary. 

 The specific places where those materials are present are also very 

important. For instance, molecules within asteroids or comets are shielded from 

short-range radiation, being available then to be delivered in hospitable zones 

where more complex organic chemistry may happen until the development of life. 

Nevertheless, for this same example, such molecules could be exposed to 

radionuclide decay inside the considered celestial bodies [7–9]. Furthermore, the 

low albedo (dark gray) of these astrophysical specimens is probably related to  the 

graphitization / carbonization of carbon-content material existing on their 

surfaces: ionizing radiation turns the condensed original material (e.g., CH4, 

HCONH2, CO2) into carbon enriched compounds as polymeric CnH2 chains or 

tholins [10, 11]. 

 It is significant, then, to explore how amino acids and analogous organics 

are affected by energetic ions and electrons, similar to those constituents of 

cosmic radiation, in order to estimate their radioresistance, and respective half-

lives in astronomical environments.  

1.1 

Objectives 

 The main goals of the present work are: 

(i) Determine glycine, valine and phenylalanine cross sections when these 

materials are irradiated by MeV ions and keV electrons. 

(ii) Verify their cross section dependence on the beam stopping power, and 

discuss the respective effects of radiolysis and sputtering. 

(iii) Study the projectile-material interaction, and the physical processes 

behind experimental results. 

(iv) Estimate relevant parameters, such as A-values, sublimation rates, and 

half-lives, that might be useful for other research areas. 
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1.2 

Manuscript structure 

 In Chapter 2, pertinent data reported in literature are briefly revised. 

Chapter 3 describes the experimental techniques employed at the current research, 

while the results are exhibited in Chapter 4. Chapter 5 presents a theoretical model 

developed for studying molecular degradation. In particular, it was employed for 

analyzing the interaction of keV electrons with materials composed by H, C, O 

and N (basic elements for organic matter). In Chapter 6 the experimental and 

theoretical results are discussed, as well as their possible implications. Finally, the 

main conclusions obtained are listed in Chapter 7. 
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2 

Previous experimental research and objectives 

 

In order to test radioresistance and applications in Radiotherapy and 

Astrochemistry connected with the origins of life, the degradation of organic 

materials by ionizing radiation has been object of vast literature. The following 

subsections only represent some selected experimental researches on this topic, 

relevant for the current work. They concern mainly different types of ionizing 

radiation able to degrade solid amino acids or similar organic compounds; a few 

gaseous examples are also presented. Information from irradiation with MeV ions 

and keV electrons are highlighted; afterwards, keV ion- and photon- induced 

degradation are shortly reported. The objectives of the current work are presented 

at the end of the chapter. 

The radiolysis of amino acids has a vast literature. A selected number of 

publications or research in progress is listed below, Table 2.1, with the goal of 

giving the chronology of studies concerning MeV ion and keV electron 

irradiations with amino acids. 

Table 2.1: Selected chronological summary of organic material studies. 

Year Material Beam Phenomenum Who/Where 

1971 Amino acids - Presence in meteorite Murchison 

1979 Tholins - Organic material in space Carl Sagan 

1980 Val 12 MeV S
 
ions Ion induced desorption Erlangen Univ.  

1988 Val 78 MeV I ions Ion induced desorption Uppsala Univ.  

1992 Phe MeV C ions Ion induced desorption PUC-Rio  

1997 organics Cosmic rays Chemical evolution Strazzulla 

2009 Gly - Detected in a comet Stardust 

2012 
Gly, Ala , 

Phe 
MeV H+ Decomposition Gerakines et al. 

2013 Gly MeV H+ Decomposition PUC-Rio 

2014 Gly 
MeV heavy 

ions 
Decomposition GANIL, France 

2014 Gly keV electrons Decomposition Maté et al. 

2016 Val MeV ions Decomposition PUC-Rio 

2019 Gly keV electrons Decomposition PUC-Rio 

2020 Val 
MeV heavy 

ions 
Decomposition 

PUC-

Rio/GANIL 

2021 Phe MeV ions Decomposition - submitted PUC-Rio 

2021 Val keV electrons Decomposition - submitted PUC-Rio 

2021 Ala keV electrons Decomposition - in progress PUC-Rio 
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2.1 

MeV ions 

Dück et al. (1980) [12] studied valine desorption induced by 
16

O and 
32

S 

ion beams in the 8 – 40 MeV energy range. They measured the dependence of 

desorbed secondary ion yields on incident energy and found out that: i) the 

desorbed ions increase with the increasing of the stopping power, and ii) the ratios 

between desorption yields of distinct ionic species from the same surface are not 

altered. Few years later, Salehpour et al. (1988) [13] measured valine bombarded 

by atomic and molecular MeV ions (C
+
, O

+
, Ar

+
, C2

+
, O2

+
, CO

+
, CO2

+
, CH

+
, 

CH3
+
, CF

+
, C3F5

+
, and C4F7

+
). They observed that desorption ion yields increase 

with the square of the projectile stopping power. In a similar research, Barros 

Leite et al. (1992) [14] measured relative yields of positive and negative 

secondary ions of phenylalanine bombarded by atomic and molecular MeV ion 

beams (C
+
, O

+
, CO

+
, and CO2

+
). Differently from the previous studies, they 

reported desorption yields roughly proportional to the third power of the beam 

stopping power.  

The damage of both valine and bovine insulin with 90 MeV 
127

I
14+

 ions 

impinging on the samples was studied by Salehpour et al. (1984) [15] using time-

of-flight mass spectrometry as the analytical technique. For positive and negative 

valine secondary ions, the measured damage cross sections are (6.8 ± 1.8) x 10
-13

 

cm
2
 and (4.4 ± 1.5) x 10

-13
 cm

2
, respectively. Furthermore, the damage cross 

section for bovine insulin was found to be greater than the valine one (by a factor 

of ~ 7 for positive secondary ions). The finding was attributed to the fact that the 

molecular species have different sizes (valine is smaller), and when a piece of the 

bovine insulin molecule is damaged, it ceases to contribute to the characteristic 

peaks in the mass spectrum. In the current context, we would say that the 

sputtering yield decreases because the insulin concentration decreases with 

fluence in the sample surface. 

Gerakines et al. (2012) [16] irradiated glycine, alanine, and phenylalanine 

(pure and mixed with water) with 0.8 MeV H
+
 at 15, 100, and 140 K. They 

reported destruction cross section values of (1.2 – 3.9) x 10
-15

 cm
2
 per proton 

impact. Except for pure phenylalanine, results show that cross sections at 15 K are 
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about a factor 2 higher than the ones at 140 K. Concerning the irradiation of 

mixtures, they showed that H2O + Gly (8.7:1), and H2O + Phe (26:1) present 

higher destruction cross sections than the pure amino acids; while pure alanine 

behaves oppositely when compared to H2O + Ala (11:1). For the cold DISM 

(Diffuse Interstellar Medium), they predicted half-lives from 0.6 to 0.96 million 

years for these compounds. In contrast, Pilling et al. (2013) [17] bombarded two 

different crystalline forms of glycine (α and β) with 1.0 MeV H
+
 at 300 K. They 

reported that for α and β glycine, the respective destruction cross sections are 2.5 

x 10
-14

 and 0.5 x 10
-14

 cm
2
, with half-lives around 9 x 10

5
 and 4 x 10

6
 years, 

respectively; estimates of half-lives at the Earth’s orbit show that cross sections 

are ten times lower than those in the DISM. The authors claim that, because of its 

greater half-life, crystalline β-glycine might be the most likely structure to form 

peptides in primitive Earth. Portugal et al. (2014) [18] also irradiated α-glycine at 

14 and 300 K with 46 MeV 
58

Ni
11+

. They reported the appearance of the daughter 

species OCN
-
, CO, CO2 and CN

-
, at 14 K, and the possible occurrence of peptide 

bond formation during irradiation. Dissociation cross sections reported are huge: 

3.4 x 10
-13

 cm
2
 for samples at room temperature, and 2.4 x 10

-12
 cm

2
 for cold 

glycine. For temperatures of 300 and 14 K, they predicted half-lives of 7.8 and 2.8 

thousand years for the interstellar medium (ISM), and 0.84 and 3.6 thousand years 

for the solar system (SS), respectively. 

The degradation at low temperature of the nucleobase adenine by MeV 

heavy ion beams was studied by Vignoli Muniz et al. (2017) [19]. The authors 

determined a power law relationship between the destruction cross section, σd, and 

the electronic stopping power, Se: σd ∝ Se
1.17

. The half-life of solid adenine in the 

ISM was estimated to be around 10 million years. 

2.2 

keV electrons 

Howitt (1974) [20] irradiated L-valine and adenosine by electrons with 

energy between 200 and 650 keV. They measured damage cross sections of (1.6 – 

3.2) x 10
-17

 cm
2
 and (2.7 – 5.7) x 10

-18
 cm

2
 for valine and adenosine, respectively. 

In both cases, the cross section values increase when the energy of the incident 

beam decreases; ionizing cross sections were found to be one order of magnitude 
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lower than the damage ones. They stated that this difference between ionizing and 

damage cross sections might be misleading, suggesting the existence of intense 

secondary ionization during measurements and proposed that the damage cross 

section should be taken as an average of all the events that degrade the material. 

Barnett et al. (2012) [21] studied the damage depth and induced chemistry 

by 0.1 – 2 keV electron radiation of the polycyclic aromatic hydrocarbon (PAH) 

pyrene (C16H10) embedded in water ice. UV-vis spectroscopy was employed to 

analyze quantitatively the endurance of the organic material. Measurements in 

function of sample thickness were performed to better understand the damage 

caused by the beam with respect to the sample depth. They observed a linear 

dependence between the damaged length and the deposited energy of about 110 

nm keV
-1

, which is reported to be 100% higher than predictions by Monte Carlo 

simulations with the CASINO code [22]. They concluded that simulations 

underestimate the damage caused by electrons with energies below 2 keV.  

Glycine, at 20 K, irradiated by 2 keV electrons and 120 – 200 nm UV 

photons was investigated by Maté et al. (2014) [23]. Electron irradiation induced 

the formation of CO2, CO and possibly OCN
-
. While, UV radiation produced CO2 

and methylamine product species. They concluded that UV photons are more 

efficient to degrade glycine than 2 keV electrons, and that the use of keV electrons 

to mimic effects of cosmic rays should be taken with caution because of the low 

penetration range of electrons in the samples of astrophysical interest (analogues 

of interstellar grains).  

Pilling et al. (2014) [24] studied the decomposition of α and β glycine, at 

14 and 300 K, by 2 keV electrons. Dissociation cross sections were found to be 

five times higher for cold samples than for those at room temperature, but no 

relevant differences were observed in the degradation of the two crystalline forms. 

The reported cross sections are (3.5 – 20) x 10
-17

 cm
2
. Later, Maté et al. (2015) 

[25] measured as well the destruction of glycine by 2 keV electrons for samples at 

different temperatures (20 – 300 K). They noticed that destruction cross sections 

for measurements of samples with temperatures below 90 K were about the same, 

but a factor of 2 higher for the sample at 300 K, which was the opposite of the 

Pilling et al. (2014) [24] finding. Maté et al. (2015) [25] claim that keV electrons 
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could be used to simulate effects of cosmic rays with the condition that the sample 

is completely processed during measurements (so the penetration depth would not 

be an issue). Additionally to the previously reported products, they have included 

the presence of CN
-
 and perhaps amide bands I to III. Maté et al. (2015) [25] also 

shielded glycine samples with 150 nm of water ice, and concluded (contrarily to 

Barnett et al. (2012) [21]) that the CASINO code predictions describe well the 

electron penetration ranges. They estimated half-lives for several environments, 

and stated that the possibility of primeval glycine existing in present solar system 

bodies is unlikely. They obtained destruction cross sections in the (10 – 18) x 10
-

16
 cm

2
 range. 

Souza-Corrêa et al. (2019) [26] measured the dissociation of α-glycine, at 

40 – 300 K, when bombarded by 1 keV electrons. They reported similar behaviors 

to Maté et al. (2015) [25]: destruction cross section values are alike for samples 

below 80 K, and increase by a factor ~ 20 at room temperature.  They measured 

cross section values between the ones observed by Pilling et al. (2014) [24] and 

Maté et al. (2015) [25], and reported the presence of the daughter species OCN
-
, 

CO, and amides II and III. 

The degradation of adenine, at 10 K, irradiated by 5 keV electrons was 

analyzed by Evans et al. (2011) [27]. They measured the destruction cross section 

as being (1.1 ± 0.3) x 10
-16

 cm
2
, and estimated the adenine half-life to be about six 

million years within dense interstellar clouds. 

2.3 

Additional ionizing beams 

Foti et al. (1991a, b) [28, 29] irradiated glycine with 3 keV He projectiles. 

They reported the possibility of selective sputtering yields of glycine products 

because dissimilar decay rates of the infrared bands representing the vibrations of 

C-H, COO
-
, and NH3

+
 species were observed; since the latter was the one with the 

highest yield, they suggested that irradiation was responsible for carbonizing the 

sample. Huang et al. (1998a, b) [30, 31] reached the same conclusions after 

degrading glycine with 30 keV N and 8 keV Ar ions. They noticed the desorption 

of the species H2, COO, and NH3, which suggested that the dark material 

remaining after irradiation was result of carbonization of the sample surface. 
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Huang et al. (1998c) [32] also emphasize that glycine bombarded with keV ions 

shows higher desorption yields, when compared to other experiments of 

irradiation, due to the dominance of nuclear stopping power over the electronic 

one in this range of energy. In turn, Meshitsuka et al. (1964) [33] employed 
60

Co
 

γ-rays to destroy glycine at room temperature. Similarly, they proposed that 

carbon enrichment occurred during irradiation, because the species CO2, NH3, and 

H2 were released in gas form.  

Lago et al. (2004) [34] used UV photons of ~ 21 eV to dissociate gaseous 

glycine, L-alanine, L-proline and L-valine. For the four amino acids analyzed, 

they reported that neutral COOH was the most common fragment produced; in 

contrast, the most abundant ionic fragments observed were CH2O
+

 or NO
+
 for 

glycine, C2NH6
+
 or CO2

+
 for alanine, C4H8N

+
 for proline, and C4H10N

+
 for valine. 

They also concluded that mass spectra, of photon induced dissociation, of these 

materials agree with previous data regarding impact of 70 eV electrons [35, 36]. 

Pure and water-mixed glycine, at 30 K, irradiated by X-rays coming out 

from the beam line TEMPO, at the SOLEIL synchrotron, were analyzed by Pernet 

et al. (2013) [37]. They observed that, at first, glycine excitation or ionization 

would occur; then precursor molecules are dissociated into CH2NH2 and COOH 

groups, followed by the formation of CO2 (by the detaching of H from COOH), 

and the formation of CH3NH2 (from the H attaching to the CH2NH2). In turn, the 

degradation of these products formed HCN, CH2NH, and CO. 

Cataldo et al. (2011) [38], aiming to simulate the decay of radionuclides 

inside asteroids and comets (depth > 20 m), reported the γ-radiolysis of the 20 

basic amino acids existing in living beings. They predicted that the studied 

molecules are able to survive radiation doses up to 3 MGy, and state that this 

finding agrees with the presence of amino acids in meteorites. 

2.4 

Objectives 

For MeV ions, one of the goals of the present work is to thoroughly 

investigate the destruction cross section dependence on the electronic stopping 

power for three amino acids: glycine, valine and phenylalanine. Because of its 
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simplicity, glycine is the most likely amino acid to be found in the outer space and 

the most studied in literature; valine was chosen because it is another light amino 

acid, has chiral properties and was identified in meteorites. Phenylalanine contains 

a phenyl group (a benzene ring) and could introduce new features in the 

degradation analysis.  

Concerning keV electrons, valine is used as typical bioorganic material. 

The analysis of its radiolysis helps to understand why data on literature exhibit 

cross section values so disperse. With this in mind, the cross section dependences 

on projectile energy, on target thickness, on crystalline state and on temperature 

are all evaluated. A theoretical model is also developed and proposed to analyze 

the interaction of keV electrons with organic compounds. 

Since all amino acids, except glycine, present chirality properties, studies 

with polarized light are very relevant; for example, to analyze the 

radioracemization resistance and the enantiomeric enrichment in meteorites. 

However, this is beyond the scope of the present work. 
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3 

Materials and Methods 

Information about the analyzed amino acids, and the methods used to 

perform the experiments are presented. Specifically, it is described: i) pertinent 

properties of glycine, valine and phenylalanine; ii) how the samples have been 

produced; iii) the Fourier Transform Infrared (FTIR) spectroscopy analytical 

technique; and iv) details about how the ion and electron beams have been 

prepared for the irradiations. 

3.1 

Amino acids properties 

Among the hundreds of amino acids known, there are 20 of them with vital 

biological importance (existing in proteins and living cells [39]). They are formed 

by a standard structure of a central or chiral carbon (the α-carbon) simultaneously 

linked to an amine group, a hydrogen atom, a carboxylic acid group, and a side 

chain R, Fig. 3.1(a). The lateral R chain is the component that distinguishes the 

amino acid species. For Gly, R is just another hydrogen atom, while for Val or 

Phe, R is an isopropyl group or a phenylpropanoic group, respectively – Fig. 

3.1(b). 

 

(a) 
 

(b) 

 
 

(c) 
 

(d) 

 

Figure 3.1: (a) Amino acids basic structure. Schematic structures of: (b) glycine, (c) valine, and 

(d) phenylalanine with highlighted side chains.  
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Glycine, valine and phenylalanine are amino acids necessary to life as we 

know. Val and Phe are essential amino acids, meaning they need to be ingested by 

the living organism, while glycine can be synthesized by its own cells. Gly and 

Val are classified as aliphatic and apolar, while Phe has an aromatic ring and 

hydrophobic characteristics [40]. In the solid sample film, the molecules of these 

amino acids interact by London forces (induced dipoles). This happens due to the 

deformation of electronic clouds of each molecule when they are close to one 

another; their electrospheres repel themselves, grouping electrons on a specific 

side of the molecule, consequently leaving the opposite side positive [41], see 

schematic representation in Fig. 3.2(a). If a proton migrates from the carboxyl to 

the amine group, the molecule is then called a zwitterion [40]; see Fig. 3.2(b) for 

valine as an example, which is probably the more stable molecular configuration 

in the films produced.  

 

(a) 

 

(b) 

Figure 3.2: (a) Schematic drawing of induced dipoles in a solid. (b) Valine in zwitterionic form. 

Notice that when the hydrogen migrates, the dipole stops being temporary (induced) to become 

permanent. 

 Gly is the only non-chiral amino acid. Val and Phe have chirality 

properties, though there is no significant distinction between their degradation 

when bombarded by MeV ions [42]. In the current work, the FTIR technique was 

not used for identification of materials, but as a means to follow the evolution of 

molecular populations in function of beam fluences, via Beer-Lambert Law. 

Salam phase transitions 

In 1991, the Nobel Prize laureate Abdus Salam suggested that D-amino 

acids might change “spontaneously” their molecular configurations into L-amino 

acid ones. The suggestion is based on Bose-Einstein condensates and on parity 

violation of electroweak force in phase transitions and would explain why life 

uses only the L-enatiomers as constituints of peptide chains and, therefore, of 

proteins [43, 44]. Since then, the subject has been the focus of academic debate 
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[45]. Valine and alanine have been chosen for most experiments and theoretical 

calculations. The prediction is that the transition would occur below the critical 

temperature of 250 to 270 K. 

 Table 3.1 displays the main characteristic absorption bands and their 

possible assignments for glycine, valine, and phenylalanine.  

Table 3.1: Glycine, valine and phenylanine selected attribution bands. 

Gly Val Phe 

Wavenumber 

(cm
-1

) 
Assignment 

Wavenumber 

(cm
-1

) 
Assignment 

Wavenumber 

(cm
-1

) 
Assignment

f
 

3160 νas NH3
a,b,c 

3150, 3050 νas NH3
+
 3293, 3064 ν OH 

3004 νas CH2
b,c

 2960, 2940 νas CH3
+
 3030 φ ν CH 

2969 νs CH2
c
 2880, 2850 νas CH3

+
 2960 sh 

Overtones 

and 

combination 

2893 νs NH3
+ b

 2109
 δCH3 + ρ 

NH2
d
  

2925 sh 

Overtones 

and 

combination 

2794 
ν NH3, ν 

CH2
a
 

1640 ν CO2
- e 

2885 sh 

Overtones 

and 

combination 

2610 

νas NH3
+
, ν 

CN, ν 

CH2
a,b

  

1520, 1430, 

1390 
νs COO

+
 2858 sh 

Overtones 

and 

combination 

2526 
ν NH3, ν 

CH2
a 1340, 1320 COO

+
/CO 2796 sh 

Overtones 

and 

combination 

2124 
νas NH3

+
, τ 

NH3
+ b

 
775 δ CO2 2715 sh 

Overtones 

and 

combination 

1333 

ν CC, ω 

CH2, ω 

NH3
a,b,c 

  1310 sh ω CH2 

1132 ρ NH3
a,c

   1261 δ CH2 

1113 ρ NH3 
+ b,c

   912 νs CC 

1034 ν CN
a,c

     
a
Maté et al. (2011) [46]; 

b
Guan et al. (2010) [47]; 

c
Holtom et al. (2005) [48]; 

d
Kumar [49]; 

e
Façanha Filho et al. (2008) [50]; 

f 
Mejía et al. (2021) [51]. 

ν = stretch, δ= bend, ω = wag, τ = torsion, ρ = rock, s = symmetric, as = asymmetric, φ = phenyl ring; 

sh = shoulder. 

3.2 

Sample preparation 

Two techniques of samples production were employed in the present work, 

each one with its specific purpose. On the one hand, the main method, vacuum 
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deposition, was used for the majority of the cases, since it is an easy way to 

produce large quantities of samples and to control film thicknesses. On the other 

hand, drop casting was only performed for valine samples, in order to compare 

data acquired in different laboratories. Infrared spectroscopy is applied in sample 

quality control. 

3.2.1 

Vacuum deposition 

Deposition of amino acids films was performed onto IR transparent ZnSe or KBr 

substrates. Figure 3.3 shows how the selected material (powder of glycine, valine 

or phenylalanine), purchased from Sigma Aldrich – purity > 98%, are placed in a 

molybdenum boat of an Edwards thermal evaporator model E306.  

The residual gas in the deposition chamber, Fig. 3.3 (a), is pumped down 

to pressures of ~ 10
-6

 torr; a current of ~ 30 A flows through the Mo boat, Fig. 3.3 

(b), which warms the amino acid. The sublimated material condensates at the 

substrate surface facing the Mo boat, Fig. 3.3(c). The substrate holder accepts up 

to 21 circular 13 mm diameter disks; this set-up provides a nearly isotropic 

deposition of films (variations within 20% in sample thickness).  

                       

Figura 3.3: (a) Edwards E306 evaporation system. (b) Molibdenum boat where the 

amino acids are placed. (c) Semi-disc that supports the substrates. 

3.2.2 

Drop casting 

The amino acid valine was dissolved in a mixture of water (40%) and ethanol 

(60%) until complete homogeneity, C ≈ 0.054 g/mol. Drops of this solution were 

deposited over a ZnSe substrate, which, in turn, was placed above a hot plate at 

a) 
b) 

c) 

Mo boat 

Sample holder 
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100 °C in order to evaporate the solvent, Fig. 3.4. KBr substrates are not suitable 

for this technique, since this salt is highly hygroscopic. 

       

Figura 3.4: Representation of valine solution deposition into ZnSe substrate. 

3.3 

Sample characterization by infrared spectroscopy 

The sample analysis was followed by infrared spectroscopy in transmission mode 

by a JASCO-4200 spectrometer, Fig. 3.5 (a), which employs a Michelson 

interferometer. A source of IR polychromatic light (High-intensity ceramic source 

for the present equipment) impinges on a beam splitter, which ideally reflects 50% 

of the light to a moving mirror and transmits the other 50% to a fixed mirror, Fig. 

3.5 (b). The combined light of both reflection mirrors crosses the sample, and the 

detector measures the transmitted light (the light that is not absorbed by the 

sample); the optical path difference between the arms of the interferometer 

generates an interference pattern.  

Amino acid film 

ZnSe 
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Figura 3.5: (a) Infrared spectrometer coupled to the analyzing chamber. (b) Schematic drawing of 

the Michelson interferometer inside the spectrometer. 

 Since one of the mirrors moves, the final interferogram is the sum of the 

interference patterns obtained for several monochromatic light frequencies. The 

Fourier transform of this interferogram, which results from the path differences 

(steps of the mirror), is the infrared spectrum of the material [52]. 

 The IR technique has the restriction of only being useful to analyze 

materials with non-null dipole moment, or the ones that have an induced dipole 

moment. The radiation energy at Mid-IR (4000-400 cm
-1

) corresponds to the 

difference between the ground state and the first excited state of the vibrational 

modes of many organic materials with covalent bonds [53]. 

 Figures 3.6 (a) and (b) are examples of IR spectra of valine prepared by 

vacuum deposition and drop casting, respectively, as described in Section 3.2. 

Figure 3.6: Infrared spectra of valine prepared by (a) vacuum deposition, and (b) drop casting.
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 The main differences of spectra in Fig. 3.6 lay on band heights and 

broadnesses, which indicate that each method produces samples at slightly distinct 

crystalline states. In Fig. 3.6 (b) there is a peak of gaseous CO2, ~ 2350 cm
-1

, 

present in the air during spectrum acquisition. 

3.4 

MeV ions 

The ionic beams employed in the present work were obtained by a Van de Graaff 

generator, model KN4000 – High Voltage Engineering Corporation, able to reach 

high voltages, up to 4 MV, in an electrode charged by an insulator belt (schematic 

drawing of beam line at PUC-Rio is shown in Fig. 3.7(a)). The generator is 

equipped with a gas injection system with four bottles at ~ 300 psi of different 

gases (usually H2 in two of them, He and N2) for the production of ion beams. 

This system inserts the selected gas into an ion source bulb, where electric fields 

that oscillate at the radiofrequency range ionize the gas. Base residual pressure 

inside the ion acceleration channel is usually around 1 x 10
-6

 torr, so that a small 

leak of ionized gas is needed to create the desired beam; in general, working 

pressure values vary between 2 – 5 10
-6

 torr at the accelerator (at the analyzing 

chamber pressures are lower, see Section 3.4.1). 

 After that, the acceleration potential is designated and set at the high 

voltage terminal of the acceleration tube, fixing the ion energy and velocity. The 

ions are vertically accelerated, and at the end of the vertical pipeline there is a 

metallic grid (connected to an ammeter), and KBr pellets glued on a window glass 

- flange, which is monitored by a camera; so, it is possible to measure the beam 

current and observe its intensity and profile (since KBr fluoresces when it is hit by 

the ions). Remote controls are used to optimize the beam: i) Beam source, up to 

7.5 kV, generates a potential difference to extract the ions from the created plasm 

inside the ion source; ii) Source focus, up to 30 kV, focuses the beam at the 

entrance of the accelerating tube; and iii) Tube focus, up to 40 kV, focuses the 

accelerated ions inside the tube (striped region on Fig. 3.7). 

Since the ion source simultaneously produces several ionic species, a 90° 

analyzing magnet is employed to choose the wanted beam (by selecting the charge 

and momentum of the projectile). Then, a second magnet leads the beam to the 

FTIR research line. 

DBD
PUC-Rio - Certificação Digital Nº 1712624/CA



29 

 

 

 Figura 3.7: Illustration of the FTIR beam line connected to the Van de Graaff accelerator at PUC-

Rio, adapted from Pilling et al. (2013) [17]. 

3.5 

keV electrons 

 

Electron beams were produced by an electron gun, Kimball Physics FRA-2X1-2, 

Fig. 3.8 In order to obtain approximately constant fluxes, the electron gun was 

operated in the Emission Current Control (ECC) mode.  

 

Figura 3.8: Electron guns, Kimball Physics FRA-2X1-2. 

Figure 3.9 presents the circuit that composes the electron gun. Beams are 

produced by thermionic emission of electrons. A tantalum cathode is connected to 

a tungsten filament, through which a current flows due to the potential difference 

VES. The electrons ejected from the filament are then accelerated by the potential 

difference between the cathode and the anode. The grid, that has a potential VVG 

varying from 0 – 100 V in relation to the cathode, is able to generate an electric 

field in order to deflect the electrons trajectories, focusing the beam on the aimed 

spot. As the target, the filament is at a VEE potential in relation to the ground, so 

the voltage source of the electron gun defines the energy of the incident beam on 
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the sample surface. The beam shape is expected to have a Gaussian profile, but it 

is large enough to irradiate the sample almost homogeneously; 0.26 and ~ 0.5 cm
2
 

being the irradiated sample area and the beam spot area, respectively. However, 

due to the incidence at 40° with the target’s normal, the flux is reduced by a factor 

of cos(40°). 

  

Figura 3.9: Kimball Physics electron gun schematic circuit. 

 keV electron and MeV ion beam fluences were measured using the 

relation of Eqs. (3.1) (a) and (b), respectively: 

F = ϕt, (3.1) 

F =  
i

𝒆A
t, (3.1a) 

F =  
Q

𝒆A
, (3.1b) 

where ϕ is the beam flux, t the irradiation time, i the beam current, e the electron 

charge, Q the integrated charge during irradiation, and A the sample irradiated 

area. 

 For the ion beams, A = 0.95 cm
2
, and the integrated charge was measured 

by a digital current integrator (ORTEC 439). A sweeping system, provided by an 

electromagnet, guarantees the uniform irradiation of ionic projectiles. Calibrations 

are performed at the beginning of experiments, when the beam hits the Faraday 

cup and a collimator ring (both connected to current integrators). Even if  the 
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beam currents provided by the Van de Graaff accelerator are not constant, the 

ratio between the number of ions impinging on the FC and on the reference 

collimator does not vary too much during long-lasting experiments; this is the 

reason why it is better to calculate fluence with Eq. (3.1b). 

 For the keV electron beams, fluence can be easily determined since the 

current furnished by the electron gun is very stable; the work current is fixed 

(usually around 30 nA), and the exposure time and the bombarded area are known 

(a collimator masks the sample). It is however necessary to control the secondary 

electron emission from the collimator, FC and sample.   

3.6 

Analysis chamber 

The FTIR analysis chamber is the destination of one of the ion beam transport 

lines connected to the switching magnet. In order to get 10
-9

 mbar in this ultra-

high vacuum (UHV) chamber, one dry mechanical (without oil), two 

turbomolecular and one ionic pumps are responsible for the pumping down 

system. However, working pressures are typically in the lower 10
-7

 mbar due to 

frequent openings and two ZnSe windows, fixed with o-ring gaskets, where the 

FTIR spectrometer is coupled. The chamber, represented in Fig. 3.8, has glass 

windows to help beam alignment (when it is possible), and feedthrough outlets to 

connect cables to measure beam current.  

 

Figura 3.10: Schematic drawing of UHV analyzing chamber [54]. 
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As shown in Figs. 3.11 (a) and (b), this chamber supports two alternative 

sample holders for experiments at room and cryogenic temperatures, respectively. 

The former, as depicted in Fig. 3.10, has its own micrometer system in three axes 

to centralize the sample at the best position for irradiation and IR characterization. 

It also possess slots for three samples, but one was used to place a Faraday cup 

(FC) to measure the beam current impinging on the sample during measurements. 

This sample holder is able to turn 360°, though only 90° rotation is necessary to 

alternate, back and forth, exposition to ionizing projectiles and to the analytical 

infrared beam. Both beams are expected to be aligned at the center of the sample, 

the center of the IR windows and the center of the ion beam port. The FC is 

located at the lateral of the sample holder, and it is coupled to a rotating flange; 

this is actually the case for MeV ions from the Van de Graaff accelerator, where 

the incidence is normal. For the keV electron beam (with 40° incidence), the FC is 

placed at the sample spot, Fig. 3.11 (c); this set-up is not practical because it 

implies opening the vacuum system at least twice for each experiment, one for 

measuring and calibrating beam current in the FC, and another for placing the 

sample. 

 

Figure 3.11: (a) Sample holder for measurements at room temperature: front and lateral view – the 

Faraday cup occupies one of the sample positions. Sample holder for measurements at cryogenic 

temperatures: (b) for irradiation with ions (normal incidence – FC on the lateral), and (c) for 

irradiation with electrons (40° incidence – FC placed on the sample site for calibration with the 

reference isolated plate). 

 To minimize the emission of secondary electrons, measurements with 

MeV ions and keV electrons (for cold samples) were biased with +90 V and +70 

V, respectively; samples irradiated at 300 K by keV electrons were bombarded 

without any polarization. A grounded metallic grid, ~ 80% transmission, was also 

placed above the film samples bombarded with keV electrons at 300 K in order to 

c) b) 
a) FC 

FC 

FC 
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avoid charge accumulation at the target surface (although experiments with and 

without the grid yielded the same degradation results). 
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4 

Results 

In this chapter, the obtained experimental results are presented. Data cover 

distinct beams (ion/electron, energy, current and charge state), as well as several 

sample characteristics (amino acid species, crystalline state, thickness, and 

temperature). 

4.1 

Sample characterization 

4.1.1 

Amino acid’s band strength (A-value) 

4.1.1.1 

Valine 

Six L-valine films with distinct thicknesses were prepared by vacuum 

deposition onto ZnSe substrates (see section 3.2.1) and characterized by infrared 

spectroscopy at 1 atm and room temperature.  Figure 4.1 shows the obtained 

spectra. 

 

Figure 4.1: L-valine infrared spectra of six distinct samples; thicknesses measured by 

profilometry.  

After IR characterization, samples were measured by profilometry 

(Bruker, Dektak XT), Figures 4.2 (a) – (c). The parameters used were: 2 mm as 

length of scan, 0.666 µm/pt resolution, 3000 points measured, 200 µm/s scan 

velocity, 10 s scan duration and 2 mg the applied tip force. Figure 4.2 (d) is a 
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picture of a valine sample taken from the profilometer’s camera; the white region 

corresponds to the ZnSe substrate and the dark one, on the right, to a thick valine 

film. 

 

Figure 4.2: a) – c) DEKTAK 3 profilometer at the Van de Graaff Laboratory [55] d) Picture from 

profilometer’s camera; white region corresponds to the sample substrate, while the dark region to 

the deposited valine film.  

The height profile of a multi-deposited sample is shown in Figure 4.3, with 

the level zero being at the substrate surface. The thicknesses (𝓁) are given by the 

average height of the plateau in the green region; in Fig. 4.3, 𝓁 ~ 2513 nm. It is 

worth noticing that there is more than one step, which means that, after each 

deposition, the position of the sample slightly changed and the sample holder 

masked the pellet in a different region. The most important region is at the center 

of the sample, where the IR beam crosses it – that is the reason why the average of 

heights is performed in the selected green region. 

a) 

b) c) 

d

) 
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Figure 4.3: Example of valine height profile, calibration fixing the level zero at the substrate 

surface. Thickness is the average height of hills and valleys of the green region; in this case ~ 2513 

nm. 

Combining infrared absorbances with profilometry information, it is 

possible to determine the A-value of any desired wavelength region. A-values of 

selected valine bands were calculated and displayed in Table 4.1. By matching 

Beer-Lambert law, Eq. (4.1), with the relationship between the column density 

and sample thickness, Eq. (4.2), Eq. (4.3) enables the calculation of the A-values 

of each band,  

N = ln(10)
S

Aν
 

(4.1) 

N =  
ρ NA 𝓁

M
 

(4.2) 

𝓁 =  
ln(10) M

ρ  NA
 

S

Aν
 

(4.3) 

where N is the column density, S the integrated infrared absorbance on the 

selected wavelength region, Aν the A-value or band strength of the same selected 

region, ρ the material density, NA the Avogadro’s number, 𝓁 the sample thickness 

measured by profilometry and M the molecular weight. 

Present experimental data provide the sample thickness dependence on its 

respective integrated absorbance. As an example, Figure 4.4 shows this 

correlation for the band 957-937 cm
-1

 (CN stretch [49]). As a check, it should be 

noticed that the origin (0,0) is located in the extrapolation of the fitted line with 
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Eq. (4.3), according to the Beer-Lambert law; the error bars have been considered 

in the fitting. Table 4.1 summarizes the A-values for the six bands of interest. 

 

Figure 4.4: Valine sample average thickness as a function of its respective integrated infrared 

absorbance for band 957-937 cm
-1

. Aν obtained by the fitted slope and the equation 4.3. 

Extrapolation of the fitting includes the origin (0,0). 

Table 4.1: L-Val integrated infrared selected bands and their respective measured 

Aν in this work. Highlighted band 957-937 cm
-1

 is the one presented in Figure 4.4. 

Integrated region 

(cm
-1

) 

Aν 

(cm/molecule) 

3190-2430 3.11 x 10
-16

 

1651-1470 1.55 x 10
-16

 

1650-1301 2.19 x 10
-16

 

1408-1380 1.10 x 10
-17

 

957-937 1.04 x 10
-18

 

726-705 3.37 x 10
-18

 

 

4.1.1.2 

Phenylalanine 

The same procedure outlined in the previous section was applied for 

phenylalanine (Phe) samples. Figure 4.5 shows the IR spectra of five Phe samples 

with distinct thicknesses. 
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Figure 4.5: Phenylalanine infrared spectra of samples with five distinct thicknesses. 

Figure 4.6 shows Phe thicknesses, measured by profilometry, as a function 

of IR integrated absorbances for the 879-834 cm
-1

 band (C C N sym str [51] ) for 

five samples. The linear fitting with equation (4.3) allows the experimental 

determination of Aν. Again, error bars and the origin were considered on the 

fitting. Results for other bands are presented at Table 4.2. Supressing the middle 

point in the fitting, an offset of about 40 nm is obtained. 

 

Figure 4.6: Phenylalanine sample average thickness as a function of the integrated infrared 

absorbance for the 879-834 cm
-1

 band. Aν is obtained by fitting data with Equation 4.3. 
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Table 4.2: Phe integrated infrared chosen regions and their calculated Aν. 

Highlighted 879-834 cm
-1

 band is the one presented in Figure 4.6. 

Integrated region 

(cm
-1

) 
Aν 

(cm/molecule) 

2680-2400 2.00 x 10
-17

 

1650-1550 5.40 x 10
-17

 

1545-1465 4.45 x 10
-17

 

1430-1380
*
 11.7 x 10

-18
 

1360-1280 1.95 x 10
-17

 

879-834 3.80 x 10
-18

 
* 
Mejía et al. (2021) [51]. 

4.1.2 

L-Valine sublimation rate 

 Three L-valine samples, prepared simultaneously by vacuum deposition, 

were heated at 90, 100, and 110 °C in a lab oven (Nova Ética 400 – 1ND). Figure 

4.7 shows the obtained infrared spectra before the thermal processing, p = 1 atm. 

 

Figure 4.7: Infrared spectra of three non-processed valine samples. 

Samples 1, 2 and 3 were 236, 243 and 186 nm thick before being thermally 

processed at 90, 100 and 110 °C, respectively. Thicknesses were calculated based 

on Aν of the 3190-2430 cm
-1

 band, as described in the previous section. Figures 

4.8 a) – d) show a zoom of the 1651-1470 cm
-1

 spectral region of non-processed 

samples and their evolution in time when heated at 90, 100, and 110 °C, 

respectively. The experimental procedure consisted in leaving the samples a 

designated time in the oven and then measure their IR spectra, which means that 

spectra were always acquired at room temperature. 
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   Figure 4.8: Zoom at 1651-1470 cm
-1

 spectral region of a) three non-processed L-valine samples, 

and their respective evolution in time when heated at b) 90 °C, c) 100 °C, and d) 110 ºC. 

 The same procedure was followed for the region 3190-2430 cm
-1

. Figures 

4.9 a) – d) show the non-processed and the absorbance decreases for heating at 90, 

100 and 110 °C, respectively. 
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Figure 4.9: Zoom at 3190-2430 cm
-1

 region of a) three non-processed L-valine samples, and their 

evolutions in time when heated at b) 90 °C, c) 100 °C, and d) 110 ºC. 

 Sample IR absorbances decrease faster as the oven temperature increases. 

The sample heated at 110 ºC was the only one to completely vanish after the end 

of the measurements (~ 6 h). The decay of both bands (1651-1470 and 3190-2430 

cm
-1

), as seen in Figs 4.8 and 4.9, appear to be the same, i. e., the sublimation 

does not seem to be selective for branches of the molecule, otherwise decrease 

rates would be band dependent. A relevant conclusion is that heating does not 

dissociate the molecules, otherwise some non-volatile products like tholins [10] 

would stay in the sample and their IR bands would be seen; indeed, Figs. 4.8 and 

4.9 d) show that no residual material remains after heating. Actually, tholins are a 

family of compounds; their characterization may include several bands. 

4.1.3 

Dependence on temperature of L-Valine IR spectra 
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 An L-Valine sample, prepared by vacuum deposition, was placed in a 

sample holder connected to a cold head and inserted into a vacuum chamber, p ≈ 

10
-7

 mbar (sections 3.2.1 and 3.4.1). Infrared spectra were acquired in function of 

sample temperature. Experimental data comprehend IR spectra of samples at 300, 

250, 200, 150, 100, 80, 60 and 40 K (cooling down), and the same path backwards 

(heating up). The acquiring procedure was: i) after each run, a new temperature 

was set in the controller; ii) wait for the cryostat head to reach this temperature; 

iii) the new acquisition was initiated after 30 min, ensuring thermal equilibrium 

between the sample and the cold head. For the next step, the same sample was 

annealed in a lab oven (MARCONI, MA 033/3) at 120 °C for 12 hours and the 

same procedure was repeated (cooling down from 300 to 40 K, and then heating 

up from 40 to 300 K while following the IR changes).  

Before and after thermally processing the sample, five IR absorbance 

regions were followed: 3200-2400, 1650-1300, 1280-1260, 1165-1120, and 960-

930 cm
-1

; from 300 – 100 K IR spectra were taken at steps of 50 K, and from 100 

– 40 K measurements were done at intervals of 20 K, as shown in Figures 4.10 (a) 

– (e). Notice that, when the temperature decreases: i) peaks become more 

resolved, ii) the positions of some bands blueshift (towards higher wavenumbers) 

slightly as the temperature decreases, and iii) at the end of the excursion (when the 

sample is at room temperature again) the spectrum is identical to the initial one. 

Furthermore, spectra at the same temperature have the same features, no matter if 

the sample is being cooled or heated (within the upper limit of 300 K). Changes in 

band positions are also restored when sample goes back to 300 K, which indicates 

that no phase transition occurred in these annealing procedures. 
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a) 3200-2400 cm-1 

 

b) 1650-1300 cm
-1 

 

c) 1280-1260 cm
-1 
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d) 1165-1120 cm
-1 

 

e) 960-930 cm
-1 

 

Figure 4.10: Non- and annealed valine sample IR regions a) 3200-2400, b) 1650-1300, c) 1280-

1260, d) 1165-1120, and e) 960-930 cm
-1

. Absorbance in arbitrary units. Adapted from da Costa & 

da Silveira (2019) [56]. 

4.2 

Degradation of amino acids by ion beams 

 The next three subsections describe how glycine, valine and 

phenylalanine, in an increasing molecular complexity order, were processed by 

different ion beams, and under specific experimental conditions (sample 

preparation and laboratory where measurements took place, in particular). 

4.2.1 

Glycine 

 Three glycine samples, ~200 nm thick, prepared by vacuum deposition 

onto KBr substrates as described in section 3.2.1, were irradiated by 1.8 MeV H
+
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and 1.5 MeV He
+
 and N

+
 ions produced by the Van de Graaff accelerator, see 

Section 3.4. Samples were placed in a vacuum chamber, residual gas pressure ~ 

5x10
-7

 mbar, and bombarded with the aforementioned ions at room temperature. 

The evolutions of the 2663-2392 (peaks 2610 and 2527), 2179-2095 (2137), 

1350-1315 (1332), 1158-1092 (1125), and 1047-1016 (1031) cm
-1

 bands with 

fluence, F, were followed by infrared spectroscopy. Figure 4.11 (a) shows the 

spectrum of a virgin (non-processed) glycine sample, while Figures 4.11 (b) and 

(c) display the absorbance decrease of the bands as the 1.5 MeV N
+
 beam fluence 

increases. Spectra of glycine samples irradiated with other beams are quite 

similar, so only the N
+
 data is displayed as an example. 

 Figure 4.11: Glycine IR spectra of a) a non-processed sample, highlighted regions with dashed 

arrows indicate the bands followed in the analysis; IR regions b) 3400-2400 cm
-1

; and c) 2200-700 

cm
-1

 where, top to bottom, the 1.5 MeV N
+
 beam fluence increases [54] .  

The main phenomena occurring during the irradiation are radiolysis and 

sputtering. Either by molecular dissociation or ejection, the number of precursor 

molecules decreases as the beam fluence increases, which means that there are 

less molecules vibrating and, therefore, IR bands have lower signals (Beer-
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Lambert law). Figures 4.12 (a) and (b) present the integrated absorbance evolution 

for the five selected regions, in function of N and He beams fluence, respectively; 

both beams had the same kinetic energy, 1.5 MeV. It is possible to note that, 

except for the end of band 2137 (red dots), the general decay behavior of the 

bands is the same for both beams. As highlighted in Figure 4.12 (b), some bands 

level off at non-zero absorbance values for distinct reasons such as the formation 

of products (pdt), which are daughter species, contamination with rotational water 

outside the chamber (H2O), and background (bkg) problems when the peak areas 

become too small; the latter requires special attention since measurement errors 

are bigger at the end of experiments (higher fluences) because of low band 

signals. Solid lines on the figures are fittings with the expression                      

S(F) = S0 exp(-σF) + S∞, and the obtained destruction cross sections will be 

discussed in Chapter 6. 

Figure 4.12: Integrated absorbance evolutions of five selected glycine bands in function of 1.5 

MeV a) N
+
 and b) He

+
 beam fluences. Lines are fittings with equation S = S0 exp (-σF) + S∞. 

Errors are ~ 5 % for low fluence measurements and > 50% for high ones. 

Figure 4.13 presents the results of proton data analysis. Again, the general 

behavior of the bands is similar to the one seen for the other beams, although 

these results do not show the band levelling off as the previous ones. This is 

explained by the fact that this sample was not completely destroyed by irradiation, 

though this was the longest experiment (~26 hours). Nevertheless, the exhibited 

data are enough to extract important information such as the destruction cross 

section. Table 4.3 summarizes the apparent destruction cross sections for the 

beams 1.5 MeV N
+
, He

+
 and H

+
. 
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Figure 4.13: Integrated absorbance evolutions of five selected glycine bands in function of 1.5 

MeV H
+
 beam fluences. 

Table 4.3: Apparent destruction cross sections for five glycine bands and their 

respective average for 1.5 MeV N
+
, He

+
 and H

+
 ion beams. 

Band 

(cm
-1

) 

σd
ap

 (10
-16

 cm
2
) 

1.5 MeV N
+
 1.5 MeV He

+
 1.5 MeV H

+
 

2663-2392 830 250 32 

2179-2095 1000 180 46 

1350-1315 700 190 10 

1158-1092 640 250 29 

1047-1016 760 400 13 

Average σd
ap

 786 ± 214 254 ± 146 26 ± 20 

 

4.2.2 

Valine 

4.2.2.1 

Dependence on ion beam and its energy 

 D-valine samples, prepared by drop casting onto ZnSe substrates (see 

section 3.2.2), were bombarded at room temperature  by 1.5 MeV H
+
, He

+
, and N

+
 

in the Van de Graaff laboratory at PUC-Rio, and by 230 MeV S
15+

 at GANIL 

facilities, Caen – France [57]. Using infrared spectroscopy, the evolutions with 

fluence of the 3300-2400, 1335-1304 (peak at 1329), 1279-1261 (1271), 957-937 

(948), and 726-705 (716) cm
-1

 IR regions were followed. Figures 4.14 (a) and (b) 
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display three and four spectra of valine, from top to bottom, corresponding to 

zero, intermediates and maximum fluences of the 1.5 MeV proton and of the 230 

MeV sulfur beams, respectively. 

 

 

Figure 4.14: D-Valine IR spectra of samples bombarded with a) 1.5 MeV H
+
 and b) 230 MeV S

15+
 

ion beams. 

In more detail, for the 1.5 MeV H
+
 beam, Figures 4.15 (a) – (e) show 

particular characteristics of the analyzed bands, such as the appearance of 

daughter species and the broadening of some bands as the fluence increases. 
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Figure 4.15: Valine absorbance evolutions with 1.5 MeV H
+
 beam fluence for the bands a) 3400-

2400, b) 1650-1300, c) 1280-1260, d) 960-930 and e) 730-700 cm
-1

. 

 Figures 4.16 (a) – (d) represent the evolutions of the five selected bands in 

function of 1.5 MeV H
+
, He

+
, N

+
, and 230 MeV S

15+
 beam fluences, respectively; 

Table 4.4 displays their apparent destruction cross sections. 
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  Figure 4.16: D-valine integrated absorbance of five selected bands in function of 1.5 MeV a) H
+
, 

b) He
+
, and c) N

+
 and d) 230 MeV S

15+
 beam fluence. 

Table 4.4: Apparent destruction cross sections for five valine bands and their 

respective average for four MeV ion beams. 

Band 

(cm
-1

) 

σd
ap

 (10
-16

 cm
2
) 

1.5 MeV H
+
 1.5 MeV He

+
 1.5 MeV N

+
 230 MeV S

15+
 

3300-2400 14 330 720 2900 

1335-1304 16 380 760 3000 

1279-1261 33 490 1100 3900 

957-937 27 780 1300 3700 

726-705 42 720 1500 3300 

Average σd
ap

 26 ± 16 540 ± 210 1100 ± 400 3370 ± 400 

 

4.2.2.2 

Nitrogen beam data 
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 This section presents various data from the irradiation of valine by 

nitrogen beams in distinct conditions, such as molecular beam (N2
+
), and beams 

with different charge states (N
q+

, q = 1, 2 and 3) and energies (0.75, 1.5 and 6.0 

MeV).  

- Beam charge state (N
q+

) 

Five L-valine samples, ~25 nm thick, prepared by vacuum deposition on 

ZnSe (see section 3.2.1), were bombarded by 1.5 MeV N
+
, N

+
, N

2+
, N

3+
 and 6.0 

MeV N
2+

 at 300 K and p ≈ 10
-6

 mbar. Different charge states were obtained by a 

selector magnet, as described in section 3.4. For each beam the evolutions of the 

IR bands 3190-2430, 1602-1579 (1507), and 1337-1320 (1330) cm
-1

 were 

followed and their respective normalized integrated absorbance is displayed on 

Figures 4.17 (a) – (c) and 4.18; lines are fittings and the obtained destruction cross 

sections are presented in the same color code. 

 Figure 4.17: Evolution of the normalized integrated absorbances of valine with fluence of the 

beams 1.5 MeV N
+
, N

+
, N

2+
 and N

3+
 for the bands a) 3190-2430, b) 1602-1579, and c) 1337-1320 

cm
-1

. 
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Figure 4.18: Evolution of the normalized integrated absorbances of valine with fluence of the 

beam 6.0 MeV N
2+

 for the bands 3190-2430, 1602-1579, and 1337-1320 cm
-1

.  

Next, four D-valine samples (~600 nm thick) prepared by vacuum 

deposition on KBr (see section 3.2.1), were respectively irradiated by 1.5 MeV N
+
 

and N
2+

, and by 0.75 MeV N2
+
 at 300 K and p ≈ 10

-6
 mbar. Again, the evolutions 

of the same IR bands mentioned above were followed and they are presented on 

Figures 4.19 and 4.20. Tables 4.5 and 4.6 summarize the fitting parameters. The 

strong decrease of the integrated absorbance of the 1337-1320 band may be 

attributed to sputtering. 

 

Figure 4.19: Evolution of the integrated absorbances of valine with fluence of the 1.5 MeV beams 

a) N
+
 and b) N

2+
 for the bands 3190-2430, 1602-1579, and 1337-1320 cm

-1
. 
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Table 4.5: Parameters obtained from the fitting of the integrated absorbances 

decay with the function S(F) = S0 exp(-σF) + S∞. Data from valine irradiated by 

1.5 and 6.0 MeV multi-charged nitrogen beams. 

Sample Beam 
Band 

(cm
-1

) 

S0 

(cm
-1

) 

σ 

(10
-16

 cm
2
) 

S∞ 

(cm
-1

) 

L-Val 

1.5 MeV N
+
 

3190-2430 0.95 1400 0.096 

1602-1579 0.99 1400 0.01 

1337-1320 0.91 2200 0.026 

1.5 MeV N
+
 

3190-2430 0.97 960 0.094 

1602-1579 0.99 960 0.01 

1337-1320 0.94 2200 0.014 

1.5 MeV N
2+

 

3190-2430 0.85 1900 0.15 

1602-1579 0.83 2100 0.17 

1337-1320 0.92 2900 0.048 

1.5 MeV N
3+

 

3190-2430 0.82 6500 0.20 

1602-1579 0.96 6300 0.03 

1337-1320 0.99 6500 - 

6.0 MeV N
2+

 

3190-2430 2.65 980 - 

1602-1579 0.35 1200 - 

1337-1320 0.048 2200 - 

D-Val 

1.5 MeV N
+
 

3190-2430 56.8 1100 1.07 

1602-1579 8.51 1400 0.005 

1337-1320 1.07 1400 - 

1.5 MeV N
2+

 

3190-2430 56.6 940 0.1 

1602-1579 8.66 1000 0.001 

1337-1320 1.11 1100 0 

 

- Molecular beam  
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 Figure 4.20: Evolution of the integrated absorbances of valine with fluence of the beam 0.75 

MeV N2
+
 for the bands 3190-2430, 1602-1579, and 1337-1320 cm

-1
 for two distinct samples a) 

and b). 

Table 4.6: Parameters obtained from the fitting of the integrated absorbances 

decay with the function S(F) = S0 exp(-σF) + S∞. Data from valine with distinct 

thicknesses irradiated by 0.75 MeV N2
+
. 

Band 

(cm
-1

) 

S0 

(cm
-1

) 

σ 

(10
-16

 cm
2
) 

S∞ 

(cm
-1

) 

3190-2430 61.3 2100 1.84 

1602-1579 9.33 2500 0.1 

1337-1320 1.17 2800 0.005 

3190-2430 56.8 1500 2.53 

1602-1579 8.40 1800 0.04 

1337-1320 1.05 1900 0.0002 

 

- Dependence on Sample thickness  

Three L-valine samples, prepared by vacuum deposition on ZnSe (see 

section 3.2.1), with thicknesses 27.5, 44.2 and 64.9 nm were irradiated by 1.5 

MeV N
+
, at 300 K and p ≈ 10

-6
 mbar. In figures 4.21 (a) – (c), the evolutions of 

these three samples in function of beam fluence is presented for the 3190-2430, 

1602-1579 and 1337-1320 cm
-1

 bands. Table 4.7 summarizes the fitting 

parameters. 
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Figure 4.21: Evolution of valine integrated absorbances with fluence of the 1.5 MeV N
+
 beam for 

the 3190-2430, 1602-1579, and 1337-1320 cm
-1

 bands. Sample thicknesses are: a) 27 nm, b) 44 

nm and c) 65 nm. 

Table 4.7: Parameters obtained from the fitting of the integrated absorbances 

decay with the function S(F) = S0 exp(-σF) + S∞. Data from valine with distinct 

thicknesses irradiated by 1.5 MeV N
+
. 

Thickness 

(nm) 

Band 

(cm
-1

) 

S0 

(cm
-1

) 

σ 

(10
-16

 cm
2
) 

S∞ 

(cm
-1

) 

27 

3190-2430 2.40 1400 0.24 

1602-1579 0.37 1400 0.008 

1337-1320 0.051 2200 0.0014 

44 

3190-2430 3.66 710 0.41 

1602-1579 0.54 790 0.020 

1337-1320 0.071 1600 0.001 

65 

3190-2430 6.07 540 0.03 

1602-1579 1.02 620 0.0035 

1337-1320 0.14 640 - 
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4.2.3 

Phenylalanine 

 DL-Phenylalanine samples, prepared by vacuum deposition over ZnSe 

substrates (see section 3.2.1), were irradiated by 0.5 and 2.0 MeV H
+
, 2.0 MeV 

He
+
, and 0.5 and 2.0 MeV N

+
 beams. The radiolysis was followed by infrared 

spectroscopy via the analysis of the 2680-2400, 1650-1550, 1545-1465 (1500), 

1430-1380 (1415), and 1360-1280 cm
-1

 bands. As an example, Figure 4.22 shows 

the Phe IR absorbance evolution as a function of the 2 MeV N
+
 beam dose.  

 

Figure 4.22: Phenylalanine spectra evolution of (a) 3500-2050 and (b) 2050-600 cm
-1

 IR regions, 

for increasing 2 MeV N
+
 beam doses [51]. 

 Figures 4.23 (a) – (f) present the normalized integrated absorbance 

evolutions of the 2680-2400 (peak 2500), 1650-1550 (1575), 1545-1465 (1500), 

1430-1380 (1415), and 1360-1280 (1320) cm
-1

 bands for 2 MeV N
+
, 0.5 MeV N

+
, 

2 MeV He
+
, 0.5 MeV H

+
, 2 MeV H

+
, and 2 MeV H

+ 
beams, respectively. Blue 

solid lines are fittings, and data are presented in log-log scale to emphasize that 

band dispersions are small.  
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 Figure 4.23: Normalized integrated absorbance for several Phe bands as a function of the dose of 

a) 2 MeV N
+
, b) 0.5 MeV N

+
, c) 2 MeV He

+
, d) 0.5 MeV H

+
, and e) and f) 2 MeV H

+
 ion beams 

[51].  

4.3 

Electron beams 

 For this part, changing the ionizing source from MeV ions to keV 

electrons, amino acid L-valine data are presented in function of the beam current 

and energy, as well as of the sample thickness, temperature and crystallographic 

state. For the amino acid α-glycine, results of 1.0 keV electrons irradiation are 

also exhibited.  

4.3.1 

Beam current 

Two L-valine samples, ~50 nm thick, prepared by vacuum deposition on 

ZnSe (see section 3.2.1), were bombarded by 1.0 keV electrons with 1.5 µA and 

30.2 nA beam currents, at 300 K and p ≈ 10
-6

 mbar, in order to verify the 

existence of thermal effects during measurements (high current beams warm the 
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sample and induce sublimation). Infrared absorbance regions 3190-2430 and 

1650-1301 cm
-1

 were followed as the beam fluence increased; Figure 4.24 

presents both data and the respective fittings. 

 

Figure 4.24: L-valine IR integrated absorbance evolutions with fluence of 1.0 keV electrons with 

1.5 µA and 30.2 nA for the 3190-2430 and 1650-1301 cm
-1

 bands. 

4.3.2 

Sample thickness 

 L-valine samples, prepared by vacuum deposition, were irradiated by 100 

and 1000 eV electrons. Four samples with distinct thicknesses for the former case, 

and seven samples for the latter were bombarded at room temperature and residual 

gas pressure ~10
-7

 mbar. Figures 4.25 (a) and (b) show the IR spectra of non-

processed samples for both cases, respectively. 

 

Figure 4.25: Infrared spectra of L-valine samples with (a) three and (b) seven distinct thicknesses 

to be bombarded with 100 and 1000 eV, respectively. 
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 The 3190-2430 and 1602-1579 cm
-1

 bands were analyzed as a function of 

fluence. For the 1602-1579 cm
-1

 band, Figures 4.26 (a) – (d) show the evolution 

for thick and thin samples bombarded with 100 and 1000 eV.  

  

  

Figure 4.26: Thin (a)-(b) and thick (c)-(d) L-valine IR absorbance evolutions were both analyzed 

with fluence of 100 and 1000 eV e
-
, respectively. Feature growing at ~1577 cm

-1
 is due to 

contaminant water. 

 For the analyzed 3190-2430 and 1602-1579 cm
-1

 bands, Figures 4.27 (a)-

(b) and (c)-(d) present respectively the integrated absorbance evolutions for the 

various film thicknesses in function of 100 and 1000 eV electron beam fluences. 

Table 4.8 summarizes the fitting parameters. 
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Figure 4.27: 3190-2430 and 1602-1579 cm
-1

 L-valine integrated absorbance evolutions in function 

of fluence of a) and b) 100, and c) and d) 1000 eV electron beams for samples with increasing 

thicknesses.  
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Table 4.8: Parameters obtained from the fitting of the integrated absorbances 

decay with the function S(F) = S0 exp(-σF) + S∞. Data from valine at various 

thicknesses irradiated by electrons at two different energies. 

Energy 

(eV)  
Thickness 

(nm) 

Band 

(cm
-1

) 

S0 

(cm
-1

) 

 

σ 

(10
-16

 cm
2
) 

S∞ 

(cm
-1

) 

100 

19.4 
3190-2430 1.78 8.8 0.75 

1602-1579 0.15 10 0. 001 

39.2 
3190-2430 3.6 2.2 0.52 

1602-1579 0.52 2.2 0.003 

63.4 
3190-2430 5.82 1.0 - 

1602-1579 0.71 1.9 0.18 

85.7 
3190-2430 7.86 0.42 - 

1602-1579 1.03 0.43 - 

1000 

16.5 
3190-2430 1.51 100 0.77 

1602-1579 0.13 120 - 

40.5 
3190-2430 3.72 67 0.99 

1602-1579 0.42 77 0.001 

42 
3190-2430 3.82 110 1.16 

1602-1579 0.40 110 - 

56 
3190-2430 5.14 56 1.4 

1602-1579 0.58 64 0.01 

60.6 
3190-2430 5.56 65 1.4 

1602-1579 0.64 58 - 

100.6 
3190-2430 9.23 22 0 

1602-1579 1.3 22 - 

209.1 
3190-2430 19.2 12 0.24 

1602-1579 2.7 12 0 

 

4.3.3 

Dependence on beam energy 

 Two data sets were acquired: i) five L-valine samples, ~55 nm, irradiated 

with 1000, 1000, 750, 500 and 100 eV electron beams, and ii) four thinner 
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samples, ~18 nm, bombarded with 1000, 100, 60 and 60 eV e
-
. Since: i) sample 

thickness plays an important role on the cross section determination (as seen in 

Section 4.3.2), and ii) low energy electrons have a shorter penetration depth in 

materials, thinner samples are required for a better understanding of the 

processing phenomenon, in the sense that analysis of the interactions is restricted 

to the collisions in the first monolayers. There is no clear feature on the spectra to 

reveal whether the sample was bombarded with 1 keV or 60 eV electrons, so there 

is no reason to repeat spectral evolution with fluence of some chosen beams; as an 

example, see figures 4.26 (a)-(d).  

 Evolutions of 3190-2430 and 1650-1301 cm
-1

 bands in function of the 

respective electron beam fluence were analyzed. Results are presented in Figure 

4.28 for the thick sample and in Figure 4.29 for the thin one. Table 4.9 

summarizes the fitting parameters. 

 

 Figure 4.28: Integrated absorbances evolution of valine bands 3190-2430 and 1650-1301 cm
-1

 as 

function of electron beam fluences for the energies (a) 1000, (b) 750, (c) 500, and (d) 100 eV.  
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Figure 4.29: Integrated absorbances evolution of valine bands 3190-2430 and 1650-1301 cm
-1

 as 

function of electron beam fluences for the energies (a) 1000, (b) 1000, and (c) and (d) 60 eV. 
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Table 4.9: Parameters obtained from the fitting of the integrated absorbances 

decay with the function S(F) = S0 exp(-σF) + S∞. Data from valine at two 

thicknesses irradiated by electrons at different energies. 

Thickness 

(nm) 
Energy 

(eV) 

Band 

(cm
-1

) 

S0 

(cm
-1

) 

 

σ 

(10
-16

 cm
2
) 

S∞ 

(cm
-1

) 

55 

1000
*
 

3190-2430 3.85 11 1.16 

1650-1301 6.18 8.8 2.59 

1000 
3190-2430 5.56 6.5 1.45 

1650-1301 3.83 6.4 0.32 

750 
3190-2430 5.97 41 0.98 

1650-1301 3.97 40 0.15 

500 
3190-2430 5.4 27 0.95 

1650-1301 3.87 29 0.75 

100 
3190-2430 5.82 1.0 - 

1650-1301 4.02 1.8 1.04 

18 

1000 
3190-2430 1.51 100 0.78 

1650-1301 1.33 140 0.48 

100 
3190-2430 1.75 7.3 0.65 

1650-1301 0.97 6.9 0.25 

60 
3190-2430 1.75 0.31 0.32 

1650-1301 0.95 0.32 0.19 

60 
3190-2430 1.71 0.12 - 

1650-1301 0.81 0.032 - 

*
Beam current: 1.5 µA. 

4.3.4 

Dependence on sample temperature 

Four L-valine samples ~ 60 nm thick, prepared by vacuum deposition and 

connected to a cold head at 300, 150, 80, and 10 K  (see sections 3.2.1 and 3.4.1), 

were irradiated by 1.0 keV electrons and analyzed by infrared spectroscopy. 

Figure 4.30 shows the evolution of IR absorbance for three beam fluences on the 

sample at 10 K.  
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Figure 4.30: 10 K L-valine IR absorbance evolution as function of fluence of 1.0 keV electron 

beam. 

 

Figure 4.31: L-valine normalized integrated absorbance evolutions in function of 1.0 keV electron 

beam fluence for the bands: a) 2670-2500, b) 1617-1576, c) 1530-1493, and d) 1335-1332 cm
-1 

and sample temperature; 300 K (black squares), 150 K (red circles), 80 K (blue triangles) and 10 K 

(pink triangles). 
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Figures 4.31 (a)-(d) show the normalized integrated absorbance in function 

of 1.0 keV electron beam fluence for the 2670-2500, 1617-1576, 1530-1493 and 

1335-1332 cm
-1

 bands, respectively. Analysis of the 3190-2430 cm
-1

 band was 

avoided because of the growing feature on the left side of the spectra due to water 

condensation. Table 4.10 summarizes the fitting parameters. 

Table 4.10: Parameters obtained from the fitting of the integrated absorbances 

decay with the function S(F) = S1 exp(-σ1F) + S2 exp(-σ2F) +  S∞. Data from 

valine at different temperatures irradiated by 1 keV electrons. 

Temperature 

(K) 

Band 

(cm
-1

) 

S1 

(cm
-1

) 

σ1 

(10
-16

 cm
2
) 

σ2 

(10
-16

 cm
2
) 

S∞ 

(cm
-1

) 

10 

2600 0.85 18 0.45 0.28 

1586 0.92 9.6 0.28 0.12 

1508 1.5 20 0.38 0.45 

1333 0.16 8.8 0.20 0.23 

80 

2600 0.92 74 1.1 0.43 

1586 2.1 38 0.63 0.69 

1508 0.56 54 1.1 0.25 

1333 0.18 33 0.64 0.48 

150 

2600 0.71 25 0.91 0.13 

1586 1.1 13 0.73 0.038 

1508 1.6 22 0.74 0.31 

1333 0.18 9.5 0.44 0.14 

300 

2600 0.38 180 15 0.32 

1586 1.25 65 6.7 0.23 

1508 1.2 73 7.1 0.46 

1333 0.17 57 6.6 0.30 

4.3.5 

Sample crystalline state dependence  

 At the Van de Graaff laboratory (PUC-Rio), four L-valine samples, 

prepared by vacuum deposition onto ZnSe substrates, were irradiated with a 1.0 

keV e
-
 beam at 300 K and residual gas pressure ≈ 10

-6
 mbar. Two sets of 

experiments were performed with two equal samples, in one of them the samples 
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were bombarded without thermal processing, while in the second experiment the 

two samples were irradiated after being thermally processed in a lab oven (Nova 

Ética 400 – 1ND) by 90 °C (for one hour) and 100 °C (for 6 hours). Evolutions of 

the integrated IR absorbance in function of beam fluence are presented in Figs. 

4.32 and 4.33, respectively. Table 4.11 summarizes the fitting parameters. 

 

 Figure 4.32: Evolutions of valine integrated absorbance with fluence of 1.0 keV e- for the 3190-

2430 and 1285-1245 cm-1 bands:  a) non-processed sample and b) sample annealed at 90 °C for 1 

hour. 

 

 Figure 4.33: Evolutions of the integrated absorbance of valine with fluence of 1.0 keV e- for the 

bands 3190-2430 and 1285-1245 cm-1 of a) non-processed sample and b) sample annealed at 100 

°C for 6 hours. 

At UFBA (Universidade Federal da Bahia), two L-valine samples, 

prepared by drop casting deposition onto ZnSe substrates (see section 3.2.2), were 

bombarded by 2.0 keV electrons at 300 K and p ≈ 10
-6

 mbar. One of the samples 

was heated in a lab oven (JUNG, model 0912) at 100 °C for one hour; the results 

of the evolutions with fluence of non- and processed samples are shown in Figure 
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4.34. The thermal processing of one of the samples sublimated part of the 

material, which is the reason why absorbances at Fig. 4.34 (b) are lower. Table 

4.12 summarizes the fitting parameters.  

Table 4.11: Parameters obtained from the fitting of the integrated absorbances 

decay with the function S(F) = S0 exp(-σF) + S∞. Data from glycine irradiated by 

1 keV electrons. 

Thickness 

(nm) 

Band 

(cm
-1

) 

S0 

(cm
-1

) 

σ 

(10
-16

 cm
2
) 

S∞ 

(cm
-1

) 

209 
3190-2430 19.2 12 0.50 

1285-1245 0.12 10 0.050 

206
*
 

3190-2430 18.9 12 0.40 

1285-1245 0.18 8.8 0.055 

221 
3190-2430 20.3 9.1 2.1 

1285-1245 0.15 10 0.034 

164
*
 

3190-2430 15.0 13 1.3 

1285-1245 0.10 16 0.031 

*
Annealed sample. 

 

 

Figure 4.34: Evolutions of the integrated absorbance of valine with fluence of 2.0 keV e
-
 for the 

bands 3190-2430 and 1285-1245 cm
-1

 of a) non-processed sample and b) sample annealed at 100 

°C for 1 hour. 
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Table 4.12: Parameters obtained from the fitting of the integrated absorbances 

decay with the function S(F) = S0 exp(-σF) + S∞. Data from glycine irradiated by 

2 keV electrons. 

Thickness 

(nm) 

Band 

(cm
-1

) 

S0 

(cm
-1

) 

σ 

(10
-16

 cm
2
) 

S∞ 

(cm
-1

) 

665 
3190-2430 61.0 0.18 0.0043 20.8 

1285-1245 0.38 0.18 0.0039 0.15 

289
*
 

3190-2430 26.5 0.033 7.6 

1285-1245 0.27 0.032 0.076 

*
Annealed sample. 

4.3.6 

Glycine 

 An α-glycine sample, ~150 nm thick prepared by vacuum deposition on a 

KBr substrate (see section 3.2.1), was irradiated by 1.0 keV electrons at 300 K 

and residual gas pressures ≈ 5 x 10
-7

 mbar. Fig. 4.35 presents the integrated 

absorbance evolutions with fluence of the 2663-2392, 2179-2095, 1350-1315, 

1158-1092 and 1047-1016 cm
-1

 bands. Table 4.13 summarizes the fitting 

parameters. 

 

Figure 4.35: Evolutions of integrated absorbance with 1.0 keV e
-
 beam fluence of five selected 

glycine bands: a) high fluence spectra and b) zoom of region of low fluences [54]. 
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Table 4.13: Parameters obtained from the fitting of the integrated absorbances 

decay with the function S(F) = S0 exp(-σF) + S∞. Data from glycine irradiated by 

1 keV electrons. 

Band 

(cm
-1

) 

S0 

(cm
-1

) 

σ 

(10
-16

 cm
2
) 

S∞ 

(cm
-1

) 

2663-2392 7.54 2.6 1.36 

2179-2095 0.325 3.0 0.039 

1350-1315 1.23 2.6 0.17 

1158-1092 0.318 2.9 0.067 

1047-1016 0.145 2.6 0.039 

Average σd
ap  2.7 ± 0.2  
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5 

Electron beam simulations 

In order to investigate the interaction of keV electrons with atoms in a 

solid, the version 2.51 of the code CASINO (monte CArlo SImulation of electroN 

trajectory in sOlids) [58] was employed to predict the behavior of valine samples 

processed by keV electron beams. CASINO is commonly applied on scanning 

electron microscopy [59], although it can also be used in damage profile 

modelling (e.g., [21]).  

Particularly for this work, CASINO is very useful. On the one hand, the 

code allows or outputs: i) the selection of energy, incidence angle, and diameter of 

the beam; ii) a quite wide sample specification, such as stoichiometry, density, 

mixed materials or multilayer structure; iii) a detailed description of the electron 

trajectories inside the solid; iv) the deposited beam energy as a function of depth; 

and v) the penetration distribution. On the other hand, the main limitation is that 

the code does not take into account processes that modify samples when 

bombarded by keV electrons: radiolysis, sputtering and molecular rearrangements. 

In other words, for CASINO, regardless of the beam fluence, the target is always 

considered virgin (unprocessed by irradiation).  

In this chapter, simulations for the amino acid valine in its pure state and 

in analogue spatial conditions (illustrated for a mixture of icy water and CO2 

layers over a SiO2 substrate) are presented. In order to bypass the problem of 

samples being modified by the impinging beam, we have developed a model 

based on CASINO, which is the reason why it is referred here as “CASINO-

extended”. The algorithm represents an adiabatic process, which is equivalent of 

running CASINO multiple times but, after each cycle, the sample slightly changes 

according to the effects caused by the energy deposited in the previous cycle (see 

section 5.2). 

In a first approach, only radiolysis is considered. Sputtering effects will be 

discussed in Chapter 6. 
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5.1 

Simulations for valine 

Degradation of valine samples by 0.25, 0.50, 1.0, 2.5, 5.0 and 10 keV 

electron beams were simulated by using the CASINO code; 5 x 10
6
 projectiles 

have been employed in each run. Calculations were performed in analogue 

laboratorial conditions; the relevant settings are: ρ = 1.32 g cm
-3

 as the valine 

density, C5H11NO2 the stoichiometry, 40° the beam incidence angle (with respect  

to the normal) and Emin ≡ 50 eV the selected minimum projectile energy necessary 

to cause any damage at the end of the collision cascade. Deposited energy 

distributions on depth are insensitive to the beam radius. As an example, Fig. 5.1 

presents predictions corresponding to a 45 nm thick valine placed over a ZnSe 

substrate bombarded by 1.0 keV electrons; 5.1 (a) shows the electrons trajectories 

while 5.1 (b) presents the deposited energy gradient in the sample. 

 

Figure 5.1: CASINO simulation of a 45 nm thick valine over ZnSe substrate: (a) Electron 

trajectories projected in the XZ plane for E0 = 1.0 keV and  = 40
o
. The yellow (central) and blue 

(peripheral) regions correspond to high and low projectile electron energies, respectively. The red 

trajectories correspond to future backscattered electrons (~10%). (b) Bi-dimensional deposited 

energy distribution. The gray gradient indicates the fraction and where the projectile energy was 

transferred to the sample. Contour lines encompass the regions receiving 5, 10, 25, 50, 75 and 90% 

of the incident beam energy. 

One of CASINO’s outputs is the Cathodoluminescence intensity as a 

function of depth, CL(z), which we assume to be proportional to the deposited 

energy along the electron trajectories. Simulations were done with a beam radius 

of 10 mm to cover the entire sample, although in Fig. 5.1 (a) the used beam radius 

was 10 nm just to emphasize the balloon shape volume that narrow beams spread 

a) b) 
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out inside the sample as they are decelerated. A quite realistic trajectory 

simulation inside a sample is shown in Fig. 5.2 (a), where the surface is traversed 

by a beam having a relatively large diameter. Compared to penetration Fig. 5.2 (b) 

makes clear that the beam radius does not play a vital role on the energy 

distribution per depth z because, in (these) Monte Carlo simulations, electron 

trajectories are independent of each other. 

 

Figure 5.2: (a) CASINO simulation of a 45 nm thick valine over ZnSe substrate: Electron 

trajectories projected in the XZ plane for E0 = 1.0 keV, = 40
o 
and r = 10 mm. (b) CLi coefficients 

versus i, the sublayer index, transformed into zi, the sublayer depth. Red circles and black squares 

are CASINO CL(zi) distributions corresponding to beam radii of 10 mm and 10 nm, respectively. 

Blue line represents the deposited energy density distribution obtained by fitting CLi(zi) data with 

a Gaussian function. w is the standard deviation and z0 the depth of the maximum deposited 

energy density. The area under this function, for 0 ≤ i ≤ imax, is normalized to 1. 

The region processed by the beam is divided into imax sublayers, so that the 

depth of the i
th

 sublayer is given by zi = iΔz, where Δz is the sublayer thickness 

and i an integer running from 1 to imax. The CLi(z) energy fraction coefficients are 

defined as the ratio between Ei, the average energy deposited in the sublayer i, and 

the incident energy, E0: CLi = Ei/E0. In other words, the term 𝐸0𝐶𝐿𝑖 represents the 

energy transferred per projectile to the sublayer i, independently of which amount 

of this energy goes into the precursor’s dissociation. 

The distribution CLi(z) is well fitted by a Gaussian function as seen in Fig. 

5.2 (b); by construction, it is normalized to 100%, in the sense that the integrated 

area under the curve (from i = 1 to imax) is unitary. Figures 5.3 (a) and (b) present 

these distributions for five incident energies in function of sample depth and of the 

b) a) 
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sublayer index i = zi/Δz, respectively; the former highlights the depth with the 

highest energy deposition (or damage), z0, while the latter points out the 

universality of the CLi coefficients if imax is the same for different energies. 

 

Figure 5.3: CASINO’s CLi distribution in function of (a) depth and (b) i = zi/Δz sublayers for 

valine 500 nm thick. The CASINO’S depth step z is obtained dividing zmax by the number of 

layers (50 in the example). Fitting parameters of these distributions are presented in Table 5.1.  

 

 Figure 5.4 presents the dependence on the initial projectile energy of the 

obtained Gaussian parameters: i) maximum penetration zmax, ii) Full Width at Half 

Maximum (FWHM), iii) projected range Rp, iv) standard deviation w, and v) the 

Gaussian center, z0, corresponding to the depth receiving the  highest energy 

deposition (data from Fig. 5.3). Note that Rp ~ z0 + w, and zmax is the deepest 

length reached by electrons. The power law zk = ak E0
nk 

describes this dependence, 

where the ak’s are constants, k holds for zmax, FWHM, Rp, w and z0, respectively, 

and nk is 1.58 ≤ n ≤ 1.75, or, on average, n ~ 1.6. The fitting parameters are 

presented in Table 5.1.  

𝑧𝑘 =  a𝑘𝐸0
𝑛 (5.1) 

b) a) 
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Figure 5.4: Dependence of the Gaussian parameters on the incident electron energies. All of them 

follow a power function law, with the exponent n ~ 1.6.  

 In Fig 5.4, Rp ≈ 2z0, which on average means that: i) most of the 

projectiles stop in a sublayer twice deeper as the highest damaged sublayer; and ii) 

w ~ z0 ~ zmax/4, which shows that, although unlikely, the precursor molecules 

located four times deeper than z0 may still be destroyed. The interface region is 

then limited by Rp ~ z0 + w, and by zmax ~ 2Rp ~ z0 + 3w. In the present work, the 

thickness zint = z0 + 3w represents ≈ 99.5 % of ∑ 𝐶𝐿𝑖𝑖 , which is used to define 

Nmax. This definition is better than zint = zmax in the sense that zmax is the deepest 

precursor dissociation, a value not well defined because, in general, it increases 

when the number of projectiles in the simulation increases and is defined by a 

small number of events. Nmax = (NAρ/M) zmax(E0), where 

zmax(E0) = zmax(for E0 = 1 keV) E0
1.5.  
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Table 5.1. Parameters of the Gaussian functions obtained from fitting CASINO 

CL distribution outputs (Fig. 5.3) for valine film, 500 nm thick. Normalization: 

𝟎
   𝟏

𝑨𝑬  𝒆𝒙𝒑 (−
(𝒛−𝒛𝟎)𝟐

𝟐 𝒘𝟐 ) 𝒅 (
𝒛

𝒛𝒎𝒂𝒙
) = 𝟏; less than 10% error is expected on zint 

calculations. 

 

Projectile 

Energy 
(keV) 

AE 

(0.01 

zmax 

/z) 

z0 

(nm) 

w 

(nm) 

zint 

(nm) 

FWHM 

(nm) 

zmax 

(nm) 

z 

(nm) 

Nmax 

(10
16

Molec 

cm
-1

) 

0.25 0.02391 0.7 1.3 5.0 3.16 5.5 0.113 0.21 

0.50 0.02283 2.6 3.6 14 8.58 15 0.315 0.64 

1.0
 

0.02314 9.1 9.9 40 24.2 47 0.950 2.0 

2.5 0.02381 45 44 180 103 213 4.435 8.9 

5.0 0.02593 143 140 580 330 560 14.57 28 

 

5.2 

CASINO-extended model 

Destruction cross section data of amino acids bombarded by keV electrons 

are very disperse in literature; e.g., see Pilling et al. (2014) [24] and Maté et al. 

(2015) [25]. Both groups analyzed glycine degradation by 2 keV electrons, at 

room temperature, and found destruction cross sections that differ up to a factor 

~50. It should be paid attention that the sample thickness is very different in their 

experiments: 3.5 µm for Pilling et al. (2014) [24] and 90 nm for Maté et al. (2015) 

[25]; in addition, as can be inferred by Fig. 5.3, the maximum penetration for a 2 

keV electron beam is about z = 100 nm.  

This section is divided in two subsections: i) an introduction on the 

meaning of cross sections for thin and thick targets; and ii) the fundaments of the 

proposed CASINO-extended model, in an attempt to describe the radiolysis and 

sputtering of thick targets, especially those where electrons cannot traverse. In 

practice, the goal is to build a model to compare the column density evolutions 

with beam fluence, N(F), for experimental and theoretical data. By doing this, a 
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better understanding of the interaction of keV electrons with atoms in a solid is 

achieved.  

5.2.1 

Average cross sections for thick targets 

 For the current discussion, thin samples are those traversed by a beam with 

low kinetic energy loss; that is, the beam exits the sample with a velocity slightly 

(~ 2%) lower than the incident one. Thick targets are the ones for which the 

projectiles transfer all or substantial fraction of their kinetic energy to the sample. 

In particular, sample degradation stops when the collision energy becomes lower 

than Emin (typically around 50 eV) when molecular dissociation or ionization are 

unlikely. For thin targets, the destruction cross section σ is written as: 

𝜎(𝐸0) =  
1

𝑁(𝐹)

𝑑𝑁

𝑑𝐹
 

(5.2) 

in words, the cross section is the relative column density rate with fluence: dN is 

the number of dissociated molecules by sample unit area, dF the number of 

projectiles, N the number of dissociable molecules by sample unit area. The term 

1/N(F) takes away the dependence of σ on sample thickness, which is equivalent 

of saying that it is the same cross section for binary collisions.  

For thick targets, the situation is quite different. Not only the projectile’s 

energy changes after each collision, but also its direction. As a consequence, the 

projectile flux varies with depth; in particular, the flux usually is enhanced at the 

first sublayers due to backscattered projectiles (~ 10% higher for keV electrons). 

For each i sublayer, an average cross section σi needs to be considered and a thick 

target average, σav, is calculated for the ensemble of sublayers. This reasoning 

guides the model’s algorithm: the thick target is divided into imax thin sublayers, 

each one having the thickness Δz =zmax/imax. The thick target average cross section 

is then defined: 

𝑎𝑣(𝐸0, F) = (
1

𝑖𝑚𝑎𝑥
)1

𝑖𝑚𝑎𝑥𝑖 = (
1

𝑖𝑚𝑎𝑥
) 𝑖

1

𝑁𝑖(𝐹)

𝑑𝑁𝑖

𝑑𝐹
 

(5.3) 

with Ni being the column density of the i sublayer and F is the fluence of the 

incident beam in the first sublayer. It is crucial to note that σi contains information 

of all trajectories that transfer energy to this layer, that is, collision energies, 
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projectile local directions and fluxes.  Ni depends on depth z for non-

homogeneous samples; moreover, even for homogeneous samples, Ni becomes z-

dependent because – in general – degradation is not uniform when fluence 

increases. The important consequence is that, contrarily to thin films, σav is 

fluence dependent: it is not unique for a given E0. 

Calling Nmax the maximum number of molecules that can be processed, for 

homogeneous samples at the beginning of irradiation, Ni ~ Nmax/imax. Eq. (5.3) 

then becomes very similar to Eq. (5.2): 

𝑎𝑣(𝐸0) = (
1

𝑁𝑚𝑎𝑥
)

(𝑖𝑑𝑁𝑖)

𝑑𝐹
 

(5.4) 

 Experimentally, we measure idNi and not each individual Ni, which 

makes clear the difficulty of measuring σav accurately. If the target is thick, it is 

necessary to know which Ni’s are contributing to idNi, otherwise σav becomes 

target- thickness dependent. In fact, it is not an easy task to precisely determine 

either N∞ or Nmax, fixing the interface between the beam processed region and the 

non-irradiated one (the interface spreads out over a depth interval, due to an 

exponential-like decay behavior of the projectile’s deposited energy). Fig. 5.3 (b) 

illustrates the effect of the interface inaccuracy on σav systematic errors: the 

processed column density, defined as Nproc(F) = i Ni(F), can be easily increased 

by a factor 2, while idNi only increases a few percent. 

 The cross section σav is usually measured by FTIR via the absorbance 

evolution with fluence of the bands, S(F), which can be rewritten, according to 

Beer-Lambert’s Law, 𝑁(𝐹) = ln (10)
𝑆(𝐹)

𝐴𝑣
, in terms of the column density of the 

whole sample, Nsp(F): 

𝑁𝑠𝑝(𝐹) =  𝑁𝑚𝑎𝑥𝑒−𝜎𝑑
𝑒𝑓𝑓

𝐹 + 𝑁∞ (5.5) 

Regardless of the microscopic considerations on the destruction cross 

section calculation, this expression shows that an effective cross section, σd
eff

, can 

be extracted from fitting experimental data. In particular, the determination of σd
eff

 

depends on the correct determination of N∞. At high fluences, Nsp(F) levels off at 

N∞ because the region beyond N∞  is not processed by the beam. Two problems 
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appear: i) often, experiments are relatively short (they are stopped before the N(F) 

levells off), and ii) even for long measurements (at least for electrons on thick 

targets), the levelling off  happens too slowly. Both issues cause mistakes on σd
eff

. 

Aiming the understanding of the N(F) evolution, the presently proposed model is 

a microscopic algorithm based on CASINO. 

5.2.2 

CASINO-extended model for beam-modifying molecular thick targets 

Based on Eq. (5.4) and considering only radiolysis, the proposed 

CASINO-extended model predicts the maximum value of the averaged 

destruction cross section for virgin samples to be σ0: 

𝜎(𝐸0, 𝜃) ≡  𝜎0 =  
1

𝑁𝑚𝑎𝑥(𝐸0, 𝜃)

𝐸0

𝐷0
 

 
(5.6) 

where D0 is the energy necessary to dissociate in average one precursor molecule 

of the target, and E0 is the projectile initial energy. Nmax, the maximum column 

density of processable molecules, depends on the beam range, which in turn 

depends on the incident energy and angle. σ0 is the maximum possible destruction 

cross section because the introduction of other processes (sputtering, crystalline 

modifications, heating, electronic excitations without molecular dissociation, etc.) 

decreases the energy available for dissociation. E0 – Emin is the available energy 

for molecular dissociation once this process stops for energies lower than Emin. 

Rewriting Eq. (5.5) with N∞ = N0 – Nmax and adding up the contribution of each 

sublayer i one obtains: 

𝑁𝑠𝑝(𝐹) = 𝑁0 − 𝑁𝑚𝑎𝑥 + ∑ 𝑁𝑖

𝑖𝑚𝑎𝑥

𝑖=1
(𝐹) =  𝑁0 − 𝑁𝑚𝑎𝑥 [1 − ∑

∆𝑧𝑖

𝑧𝑚𝑎𝑥
𝑒−𝜎𝑖𝐹

𝑖𝑚𝑎𝑥

𝑖=1
] (5.7) 

with Δzi and σi being the thickness and the destruction cross section of sublayer i, 

respectively; σi = σ0imaxCLi, so σi is calculated from the net cross section, σ0, 

multiplied by the total number of sublayers (region where the beam loses all its 

energy), imax, and the fraction of energy deposited on that particular layer, 

represented by CLi. CASINO’s CLi outputs are normalized to 100% (∑ 𝐶𝐿𝑖 =
𝑖𝑚𝑎𝑥
𝑖 = 1

100%). A schematic drawing of the column densities of Eq. (5.7) is displayed in 

Fig. 5.5: 
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Figure 5.5: Representation of the column densities during the processing of a sample. Nmax being 

the maximum number of molecules per cm
2
 that can be processed (according to beam range), 

Nsp(F) the column density of the entire sample at fluence F, N0 the column density at F = 0, N∞ = 

N0 - Nmax (or the column density of the molecules that will never be dissociated). The dashed 

rectangle depicts the interface region between processable and rear region. 

Equation (5.7) is the skeleton of the model. The next step is to predict i 

which has to be related with the energy delivered to the i
th 

sublayer. CASINO is 

invoked to perform this task, providing the CLi and zmax outputs. Based on the 

code’s results, Nsp(F) is calculated for selected valine thicknesses and for several 

energies. Results are compared to the experimental data for electron beams 

presented in the previous chapter (Section 4.3). 

 Simplifications considered in the model: 

i) Large radius beams (10 mm) were set in the simulations, so the target 

XY plane is homogeneously processed; consequently, only the depth Z 

dependences are analyzed. 

ii) Nmax depends on the maximum depth, zmax, according to the beam 

energy; therefore, the model considers the column density for the z > 

zmax region as corresponding to a virgin material. This is relevant 

because the IR beam traverses the entire sample and is absorbed by the 

processed and virgin parts; the comparison with real data requires that 

the non-processed part needs to be included for thick targets. 

iii) Sample stoichiometry does not change with fluence. Since, at this 

stage, the model does not take sputtering or the production of volatile 

daughter species into account, the number of atoms of each atomic 

species in the sample remains the same. It must be reminded that 

N
sp

(F) 

N
max

 N
∞

 

E
0
 

z
max

 

z
sp
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CASINO simulates the interaction between electron-atom and not 

electron-molecule; thus, even if the sample structural configuration 

changes, for the code, the sample is always virgin.  

iv) The calculation is performed sublayer by sublayer. If sputtering is 

considered, the first sample sublayer is ejected and the new 

distribution CLi should be exactly the same as before if the origin of z 

is redefined on the new surface. 

v) The deposited energy on the layer defined between zi and zi + z is 

𝐸𝑖 =  𝐸0𝐶𝐿𝑖. The deposited energy not used to dissociate precursor 

molecules must go to other phenomena: dissociation of products, 

chemical reactions, increase of temperature etc. Equations treating 

these cases may be further included in the model. 

vi) To describe the dependence on E0, CLi is parameterized by a Gaussian 

function CLi(z) = AE exp[-(z-z0)²/2w²] with z0 and (z-z0) varying 

according to zk = akE
nk

, as shown in Fig. 5.4 and Eq. (5.1) for valine 

and θ = 40°. AE values are presented in Table 5.1 for some energies. 

Because the CLi coefficients are normalized to 1 for all incident 

energies, the AE values present low sensitivity to E0 if imax is always 

the same. 

Defining zsp as the actual sample thickness, the column density is given by 

𝑁𝑠𝑝 =  
𝑧𝑠𝑝

𝑉𝑚𝑜𝑙𝑒𝑐
=  

𝑁𝐴𝜌

𝑀
𝑧𝑠𝑝 

(5.8) 

with Vmolec being the volume of the precursor molecule,  the density, NA the 

Avogadro’s number and M the molecular weight. The projectiles penetrate until 

zmax, which increases with E0 and decreases with θ. 

 The model describes the radiolysis effect in each sublayer. The number of 

precursors per unit area on the layer between z and z + dz, at fluence F, is 

𝜕𝑁(𝑧,𝐹)

𝜕𝑧
𝑑𝑧 and, as new projectiles arrive, 

𝜕2𝑁(𝑧,𝐹)

𝜕𝑧𝜕𝐹
 molecules per layer and projectile 

are destroyed. Considering the total energy deposited in the layer at depth z due to 

all collisions, the local destruction cross section, σav(z), is defined by the 

relationship  
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𝜕2𝑁(𝑧, 𝐹)

𝜕𝑧𝜕𝐹
=  −𝜎𝑎𝑣(𝑧)

𝜕𝑁(𝑧, 𝐹)

𝜕𝑧
 

(5.9) 

Assuming that the projectile trajectories in the solid are independent, this 

equation can be solved for F for that layer: 

𝑑𝑁(𝑧, 𝐹)

𝑑𝑧
=  

𝑑𝑁(𝑧, 0)

𝑑𝑧
𝑒−𝜎𝑎𝑣(𝑧)𝐹 

(5.10) 

This result establishes that the precursor concentration, dN/dz, in each layer 

evolves exponentially with its own σav(z). Integrating over all sublayers, from z = 

0 up to the processable depth zmax, the evolution of N is obtained: 

𝑁𝑠𝑝(𝐹) = ∫
𝑑𝑁(𝑧, 0)

𝑑𝑧
𝑒−𝜎𝑎𝑣(𝑧)𝐹

𝑧𝑚𝑎𝑥

0

𝑑𝑧 + 𝑁∞ 

(5.11) 

Particular cases 

i) Self-supported thin samples (without substrate) 

Since the beam traverses the sample, Eq. (5.11) becomes 

𝑁𝑠𝑝(𝐹) = ∫
𝑑𝑁(𝑧, 0)

𝑑𝑧
𝑒−𝜎(𝑧)𝐹

𝑧𝑠𝑝

0

𝑑𝑧 

(5.12a) 

𝜎(𝑧) =  
1

𝐷0
(

𝑑𝐸

𝑑𝑠
) =  𝑆𝑒(𝑧)

𝑀

𝑁𝐴𝜌𝐷0𝑐𝑜𝑠𝜃
 

(5.12b) 

where the length s is measured along the projectile trajectory. 

For very thin samples, just a single layer Δz exists: 

𝑁𝑠𝑝(𝐹) = 𝑁0𝑒−𝜎1𝐹 (5.13) 

In this case, N0 = Nmax and the dependence of σ1 on the initial energy E0 is 

the same as that of the electronic stopping power Se(E0), as seen in Fig. 5.6 for 

valine: 

DBD
PUC-Rio - Certificação Digital Nº 1712624/CA



                                                                                                                       83 

 

 

 

Figure 5.6: Comparison between the destruction cross section of virgin thin films, 1, and the 

average destruction cross section of virgin thick samples, 0; where maximum means that all 

the projectile energy goes to the degradation of precursors.  

ii) Initially uniform thick sample  

𝑁𝑠𝑝(𝐹) =  
𝑁𝑚𝑎𝑥

𝑧𝑚𝑎𝑥
∫ 𝑒−𝜎𝑎𝑣(𝑧)𝐹𝑑𝑧 + 𝑁∞

𝑧𝑚𝑎𝑥

0

  

𝑁𝑠𝑝(𝐹) = ∑ 𝑁𝑖(𝐹) + 𝑁∞ = 𝑁0 − 𝑁𝑚𝑎𝑥 [1 −
∆𝑧

𝑧𝑚𝑎𝑥
∑ 𝑒−𝜎𝑖𝐹]  

𝑖𝑚𝑎𝑥

𝑖=1

𝑖𝑚𝑎𝑥

𝑖=1

 (5.14) 

with 
∆𝑧

𝑧𝑚𝑎𝑥
=  𝑖𝑚𝑎𝑥 being the normalization factor, and 𝜎𝑖 = 𝜎0𝑖𝑚𝑎𝑥𝐶𝐿𝑖 as 

proposed in the model. Results of partial normalization of Ni(F) to 10 sublayers 

are shown in Fig. 5.7. 

At low fluences, the sublayers i = 3, 2, 4 and 5 hold for the intense 

variations of Nsp(F), since they have the largest CLi values. For high fluences, the 

processed region close to the surface is practically depleted of precursors. Only 

the sublayers far from the surface, having low CLi coefficients, are able to 

contribute to the Nsp(F) variations and, progressively, impose lower dissociation 

rates. The fact that dNi/dF goes into a maximum for i = 3 (in this case) has a 

practical consequence: a few sublayers around i = 3 dominate the processing at 

the beginning of the irradiation; the average of their σi is approximately constant 

during this fluence interval, so that dN/dF is also approximately constant: N(F) 

decreases with an apparently fixed cross section. Once the fast precursor 
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dissociation is achieved for front sublayers, only the slow processing of the rear 

(interface) sublayers is observed: the N(F) “elbow” indicates this transition (Fig. 

5.7). 

 

Figure 5.7: Evolution with fluence of the normalized column density of each i layer, 

Ni(F)/Ni(F=0). Simulation for 62 nm Val film irradiated by 1 keV electrons. The blue curve is the 

average contribution of 10 layers, and it is fitted by the functions exp (-d
eff

 F) + N∞/Nmax 

(blackdotted curve), fixing N∞ = Nmax/5, and exp (-1 F) +exp (-2 F) + N∞/Nmax (red dashed 

curve), fixing N∞ = Nmax/10.   

Nproc(F) is the sum of all Ni(F) during irradiation; it starts at Nmax and tends 

to zero when F → ∞. In Fig. 5.7, Nproc(F) is represented by the dashed curve as the 

average of all Ni’s. In this limited range of fluences, Nproc(F) seems to level off, 

which is well fitted by Eq. (5.5) with F = 2 x 10
15 

e
-
 cm

-2
. Imposing Nmax/N∞ = 1, 

σav = 7.2 x 10
-15

cm
2 

is obtained. Considering statistical fluctuations, experimental 

Nsp(F) should also be fitted by Eq. (5.5), leading to the conclusion that the 

destruction cross section is constant; as a reference, the σi’s of the first 4 layers of 

Fig 5.7 are σ3 = 2.1, σ2 = 2.0, σ4 = 1.9 and σ5 =1.5 x 10
-16

 cm², respectively. 

Although CLi values depend on the beam incidence angle θ, this does not 

affect the algorithm because CASINO takes into account this dependence, as well 

as that of the backscattered electrons. For thin samples, the substrate and the 

transmitted electrons are also considered. Eq. (5.9) can also be generalized to 

describe the irradiation products; in this case, a series of growing exponentials 

appears as a solution [60]. By construction, daughter species are formed and 

destroyed more frequently in the depths corresponding to high CLi values. 
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Figure 5.6 shows how σ0 evolves with the increase of the initial projectile 

energy, E0. From Eqs. (5.6) and (5.8): Nmax(E0, θ) = (NAρ/M) zint(1 keV) E0
1.64

, 

where zint(1 keV) is the processable region thickness for E0 = 1 keV.  

Nsp(F) was calculated for valine bombarded by 1 keV electrons using Eq. 

(5.7). The sample was divided into 10 slices of thickness Δz = 4.8 nm. Figure 5.7 

presents Nsp(F) for each of those 10 sublayers and their average. A clear 

conclusion from Eq. (5.7) is that Nsp(F) does not have a single defined destruction 

cross section because this quantity varies with depth within the sample, σ(z). 

However, the overall behavior is similar to the decay Nsp(F) = Nmax exp(-σd
eff

F) + 

N∞, Eq. (5.5). 

Figure 5.8 displays the same data as Fig. 5.7, but instead of fluence, the 

abscissa is depth - to highlight the inhomogeneity of the damage caused by the 

beam. In Fig. 5.8 (a), Ni(F)/Ni(0)  is presented as a function of sample depth for 

fluences varying with 10
14

 e
-
 cm

-2
 steps. The points to be noted are: i) Ni(F)/Ni(0) 

= 1 initially and decreases exponentially with fluence; ii) Ni(F)/Ni(0) decreasing 

rate depends on the sublayer i, so the degradation is not homogeneous with depth; 

iii) the degradation profile is Gaussian-like, the highest rate occurring near 10 nm 

deep; iv) once the region close to the surface is depleted of precursors, 

degradation proceeds slowly in the interface region; and v) beyond zmax, there is 

no degradation at all.  

Figure 5.8 (b) presents the same features, but viewed from Ei, the 

projectile energy transferred to sublayer i precursor molecules. Ei is proportional 

to dNi(F)/dF = - σi Ni(F) = - σi Ni(0) exp(-σiF), where σi = σ0 imax CLi. This 

expression shows that, at Fhom = 1/σi, σi exp(-σiF) goes into a maximum, around 

which the energy absorbed by precursors is the same for a large number of 

sublayers. Figure 5.8 (b) displays σi exp(-σiF) as a function of depth for several 

fluences; at z = z0 and F = Fhom, the 1
st
 and 2

nd
 derivatives of σi exp(-σi F) are zero. 

The points to be noted are: i) initially, this function is proportional to CLi and 

decreases exponentially with rates which are also proportional to CLi; ii) the sub 

layers receiving more energy are those that lose precursors faster; iii) the previous 

observation indicates a kind of auto-regulation process for precursors: the more 

energy received by a sublayer, the less precursor molecules exist in it to absorb 

this energy; iv) although inhomogeneously processed, at F ~ Fhom (= 1.42 x 10
14

 e
-
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cm
-2

) the most active sublayers contribute with the same dNi(F)/dF to the 

precursor column density variation; and v) for F >> Fhom, the precursor 

concentrations in the superficial and central regions of the sample have decreased 

substantially and processing keeps going slowly at the interface region.  

Figure 5.8: (a) Dependence of valine column density on depth, for several fluences; 

normalization: N(F=0) = 1. (b) Dependence of the degradation factor CLi σ0 exp (-σiF) with sample 

depth. The precursor is first depleted around 10 nm, where CL(z) is maximum. Degradation stops 

at zmax ≈ 47 nm.  

The model can be used then to analyze how Nsp(F) evolves with the beam 

energy and with the target thickness, Figs. 5.9 and 5.10, respectively. It is 

worthwhile mentioning that this model does not have free parameters beyond the 

default options given by the CASINO code. The parameter D0, not used in the 

code, was measured from the valine radiolysis by MeV ions [61], and it is taken 

as being the same for degradation by electron beams. 

 For five incident energies, Fig. 5.9 (a) shows the normalized Nproc(F) 

calculated by the decomposition of the samples’ processable region using Eq. 

(5.7). At low fluences, the degradation rate is intense for two reasons: i) the 

precursor molecule concentration is high in depths where the beam flux is also 

high, and ii) the average ionization cross section has its maximum value around 

100 eV [62, 63]. Irradiations with E0 close to 100 eV have the highest σd
eff

 values, 

while projectiles with higher E0 penetrate deeply in the target and keep the 

processing over a larger region. When F → ∞, only the interface region is under 

a) b)
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processing; dN/dF is relatively low because the flux and the energy deposited in 

this region are also reduced. 

 Figure 5.9 (b) presents Nsp(F), obtained by introducing Nmax = N(0) in the 

N(F)/N(0) prediction displayed in Fig. 5.9 (a), of a 2 µm valine sample (Nmax = 

13.55 x 10
17

molec cm
-2

). Notice that in Fig. 5.9 (b): i) Nsp(F) is the quantity that is 

experimentally measured; ii) dNsp/dF increases with the projectile incident energy, 

E0; iii) by construction, σ0 decreases with E0, therefore dNsp/dF increases because 

Nmax increases with E0; and iv) in the inset, 10 keV data are well fitted by Eq. 

(5.5), which gives the false impression that one single exponential σd exists, and 

that it grows with the initial projectile energy. 

 

Figure 5.9: (a) Dependence of normalized valine column density on fluence for 0.25 to 10 keV 

beam energies; θ = 40°. Only the processed regions are considered. The “elbow” near F = 0.1 x 

10
16 

corresponds to the region z0± w depleted of precursors (see Fig. 5.8). (b) Same calculation as 

(a), but for Nsp(F).In the inset, scales have been changed to show the 10 keV data levelling off; in 
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dash, the prediction for this energy is very well fitted by Eq. (5.5). Note that the sequence of slopes 

has been inverted.  

 Figure 5.10 shows the Nsp(F) behavior of three sample thickness ranges 

when they are bombarded by E0 = 1 keV electrons: i) very thin samples (zsp = 5 

nm), when the beam traverses the sample; ii) thin or mild thick samples (zsp= 10 – 

30 nm); and iii) thick samples (zsp> 50 nm), when the projectiles do not reach the 

substrate. In the first case, the Nsp(F) behavior is determined by one exponential, 

which should barely depend on the sample thickness. While, for the second, as the 

sample thickness increases, Nsp(F) initially decreases faster, but then reverses this 

behavior, once the CLi distribution has a maximum at zsp ~ 15 nm. For thick 

targets, the projectile flux is very low at the deepest sublayers (z > z0 + w, 

interface lower limit), which leads to a low molecular dissociation rate (Nsp(F) 

levels off at higher fluences). This tendency qualitatively replicates the one shown 

in Fig. 4.27 for 1.0 keV measurement. 

 

Figure 5.10: Dependence of valine column density on fluence for 5 – 50 nm sample thicknesses. 

Substrate is 200 nm ZnSe. Increasing the thickness, the average cross section increases, goes into a 

maximum near 15 nm and then decreases due to the very small Nsp(F) decrease rates in deep 

layers. Excepted for the 50 nm thickness, Nmax is the same. 

5.3 

CASINO-extended model applications 

5.3.1 

Comparison between theoretical predictions and experimental 

results 
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 The column density evolutions of experimental results are compared to the 

CASINO-extended model predictions in Figs. 5.11 and 5.12 at the same 

conditions (beam incidence angle and energy, and sample density and thickness). 

Figures 5.11 (a) and (b) present the results of 62 nm thick valine samples 

bombarded by keV electron beams with E0 = 0.1, 0.50, 0.75 and 1.0 keV. It is 

noticeable that samples are degraded faster as the energy of the incident beam 

increases.  

One can also observe that, with the exception of 100 eV data, degradations 

of experimental results are higher than the ones predicted by the model. This 

finding is supported by the data shown in Fig. 5.12, where E0 was fixed at 1.0 keV 

and the samples’ thickness was varied. Although CASINO predicts that a 1.0 keV 

electron beam reaches zmax ≈ 47 nm, the 17, 62 and 210 nm valine samples were 

completely destroyed at the end of irradiation; evidence that other processes are 

competing with radiolysis – sputtering, in particular. Roughly estimating, a 

sputtering yield of ~ 100 molecules ejected per projectile is obtained from data 

presented in Fig. 5.12.  

 

 Figure 5.11: Comparison between experimental Nsp(F) (points connected by dashed lines) with 

CASINO-extended model predictions (solid lines) of 62 nm thick valine samples. Data of the 2900 

cm
-1

 band for (a) 0.1 and 0.50, and (b) 0.75 and 1.0 keV electron beams. 
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Figure 5.12: Comparison between experimental Nsp(F) (points connected by dashed lines) with 

CASINO-extended model predictions (solid lines) of 1.0 keV electron beams and 1585 cm
-1

 band 

data for valine samples of 17, 62 and 210 nm. 

 

5.3.2 

Astrophysical samples 

 It is unlikely to find pure prebiotic materials in the surface of astrophysical 

bodies. Instead, one expects that they are protected by tholins and ices (i.e. H2O, 

CO2 and CO) and mixed with silicates, carbonates and other cosmic materials. 

CASINO enables multi-material simulations of pure distinct layers and 

heterogeneous mixtures, as for instance the irradiation of an icy water and valine 

mix, 100:1, by 2.0 keV electrons, placed between a CO2 layer and a SiO2 

substrate. 

 It is possible to generalize Eq. (5.6) and write Eq. (5.14) for heterogeneous 

samples. For instance, for any prebiotic material (PM) Eq. (5.6) becomes: 

𝜎0
𝑃𝑀 =  

𝐸0
𝑃𝑀

𝐷0 𝑁𝑚𝑎𝑥
𝑃𝑀

 (5.15) 

where 𝐸0
𝑃𝑀 =  𝐸0 (

∑ 𝑓𝑖𝐶𝐿𝑖
𝑖𝑏
𝑖𝑎

∑ 𝐶𝐿𝑖
𝑖𝑚𝑎𝑥
1

), the fraction fi CLi corresponds to the energy 

effectively transferred to the PM in the sublayer i; fi = S
PM

/S
Total

, where S
PM

 and 

S
Total

 are the PM and mixture stopping powers, respectively. Nmax
PM

 is the PM 

column density. 
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𝑁𝑠𝑝
𝑃𝑀 = 𝑁𝑠𝑝

𝑃𝑀(0) − 𝑁𝑚𝑎𝑥
𝑃𝑀 [1 − (

1

𝑖𝑏 − 𝑖𝑎
) ∑ 𝑒−𝜎0

𝑃𝑀(𝑖𝑏−𝑖𝑎)𝐶𝐿𝑖𝐹

𝑖𝑏

𝑖= 𝑖𝑎

] (5.16) 

ia and ib indexes limit the region where the PM begins and ends. Another method 

to obtain fi is to run CASINO for the same mixture, but segmenting the PM. For 

instance, Fig. 5.13 presents the CLi coefficients of three samples composed by 

two layers of distinct materials over a SiO2 substrate perpendicularly bombarded 

by 2.0 keV electron beam. 

 The first layer is constituted by 15 nm of CO2 (ρ = 1.63 g cm
-3

), the second 

by 30 nm of pure icy water (0.917 g cm
-3

) and pure valine (1.32 g cm
-3

) or by a 

mix of those substances in the proportion 100:1 (0.92 g cm
-3

). The simulation 

reveals that fi  ≈ f = ∑ 𝐶𝐿𝑖
𝑃𝑀/ ∑ 𝐶𝐿𝑖

𝑖𝑚𝑎𝑥
1 = 0.0192 under the imax interval to be 

applied in Eq. (5.16). In this example, for valine being the PM one obtains: 

Nmax
Val

 = 0.88 x 10
15 

molec cm
-2

, Nmax
H2O

 = 100 Nmax
Val

, Δz
Val

 = 1.3 nm, and 

Δz
H2O

 = 28.7 nm. Only E0
PM

 = 46 eV from the 2.0 keV projectile initial energy is 

drifted to PM, and once it takes 16 eV per molecule to dissociate valine (D0), on 

average each projectile degrades ~3 valine molecules. 

  

Figure 5.13: CLi coefficients as a function of depth for 2 keV electron beam for three distinct 

samples formed by: i) 15 nm CO2 ice layer; ii) 30 nm H2O: Val (100:1), either pure H2O ice + pure 

valine layers or homogeneously mixed; and iii) SiO2 substrate. The energy delivered to pure 

valine is 2.3% of E0. The CLi(CO2) and CLi(SiO2) change slightly because of the CLi 

normalization: the energy transmitted to SiO2 depends on the Val distribution. 

26.3% : 2.3% 

28.6% 
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Besides processing Val, the electron beam simultaneously degrades the 

CO2 and H2O compounds, as well as the products that outcome from chemical 

reactions between Val and H2O. These processes can be described by equations 

similar to Eq. (5.16). The shielded Val column density is represented by Fig. 5.14. 

Partial normalized contributions to de column density are shown; the dotted red 

line represents their average contribution. Notice that, in contrast to the 

degradation of thick targets (Figs 5.7 and 5.8a), the degradation of thin samples is 

uniform and the rear sublayers may be processed faster than the front ones. σ0 

decreases if the CO2 layer increases: if ΔzCO2 = 15 nm, σ0 = 27 x 10
-16

 cm², but if 

ΔzCO2> 140 nm the Val degradation ceases. 

  

Figure 5.14: Prediction for valine radiolysis by 2 keV electrons. Red curve represents the average 

degradation of 9 sublayers. This illustrates the material formed by 40 nm H2O:Val (100:1) mixture 

valine covered by 15 nm CO2.  

In summary, the CLi coefficients establish that the deposited energy goes 

with 14.0% in the CO2 layer, 28.2% in the water-valine mixture and 57.4% in the 

substrate; furthermore, only 2.3% of the deposited energy goes to the valine 

degradation, while 26.3% goes to the water molecules, as seen in Fig. 5.13. While 

the predicted net cross section, σ0, can be used to estimate half-lives under 

realistic spatial circumstances, the goal of the present chapter was to demonstrate 

the CASINO-extended model potentiality and its applications in astrophysical 

conditions. 
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6 

Discussion 

Data presented in chapters 4 and 5 are now discussed. 

 Regarding sample characteristics, degradation measurements of amino 

acids as a function of both sample temperature and thickness were performed. 

This allowed, besides sublimation rate measurements, to determine the 

dependence of destruction cross section on sample temperature, as well as 

verifying whether sample thickness effects modify this cross section.  

         With respect to ion beam data, an extensive work to determine the 

dependence of amino acid’s apparent destruction cross section, σd
ap

, on electronic 

stopping power, Se, was carried out. Experiments with multi-charged and 

molecular beams were also executed; degradation was analyzed for different 

sample thicknesses, aiming the extraction of sputtering yields.   

Concerning degradation by keV electron beams, measurements varying the 

beam current and energy, as well as the target crystalline structure, temperature 

and thickness were performed. The lack of a theoretical tool to analyze thick 

targets degradation by electron projectiles was the motivation to develop the 

CASINO-extended model. 

6.1 

Sample characterization 

i) Amino acids A-values      

In section 4.1.1, experimental results of unprocessed valine and 

phenylalanine samples were presented and analyzed, permitting the determination 

of A-values of various bands for non-processed samples. No information was 

obtained on band strength changes for irradiated samples, that is, Aν(F) is in 

principle unknown for any fluence different from zero. 

In IR spectroscopy, specific cares should be taken for correct results. First, 

samples cannot be too thick, otherwise IR absorbances saturate and the Beer-

Lambert Law, Eq. (4.1), is no longer valid. This does not happen for the present 

results: saturation occurs at absorbances close or above 5, when peaks start to 

present flat behaviors at their tops - Figure 6.1 is an example.  Second, 

background and range limits might introduce errors in the analysis of the chosen 
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bands: analysis for all samples should be coherent, keeping the same band limits 

and background, which may vary with fluence, as shown in Figure 6.2. Although 

the employed substrates, ZnSe, are practically transparent at the analyzed mid-

infrared region, it is important to be careful about its background shape. 

Furthermore, oil contaminations may exist internally in the chamber windows; 

externally, in gas phase, CO2 bands always appear around 2390-2273 cm
-1

 region 

as a double peak.   

 

Figure 6.1: Zoom illustrating the saturated 765 cm
-1

 infrared band of an acetylene ice thick film (4 

µm), adapted from Pereira et al. (2020) [64]. 

 

Figure 6.2: Evolution of the 1329 cm
-1

 valine IR band with fluence of 1 keV electrons. Gray 

dashed lines exhibit how baselines may fluctuate during measurements. 

Concerning data from profilometry, the main error source is the lack of a 

well-defined mask between sample and substrate, which is crucial to determine 

the correct thickness of the amino acid film. Possible non-uniform deposition may 

occur, but that does not seem to be the case, since measurements do not present an 

increasing feature as the probe tip goes towards the center of the sample; this is 

illustrated in Fig. 6.3, where the green region is flat instead of uphill tilted.  
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(a) 

 

(b) 

Figure 6.3: Thickness profiles of a given valine sample measured at two distinct edges. For both, 

the average thickness of the deposited material was determined at the green region: (a) 1571 nm, 

and (b) 1604 nm. 

 The determination of the Aνj for the desired j band is performed by 

introducing the infrared spectroscopy and profilometry results in Eq. (4.3). The 

obtained values are presented in tables 4.1 and 4.2 to valine and phenylalanine, 

respectively. Here, the main problem is that information of samples density is 

required in Eq. (4.3). For Val and Phe, we adopted the densities 1.32 and 1.29 

g/cm³, respectively. It is not excluded the possibility that the deposition method 

may produce samples with distinct porosities or more compact than the ones 
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referenced, yielding differences in the absolute Aν values; for instance, Gly 

densities vary up to 50% [65, 66].   

ii) Absorbance dependence on sample temperature      

Temperature affects absorbance on two ways: either sublimation reduces 

systematically the sample column density and/or A-value changes reversibly with 

temperature. IR absorption depends on electronic density distribution, which is 

sensitive to distances between neighboring molecules. Sublimation effects are 

studied by warming up the sample; reversible absorbance effects are studied by 

cooling down the sample to cryogenic temperatures and warming it up afterwards.  

a) Warming up (sublimation) 

For the results shown in section 4.1.2, several samples were prepared 

simultaneously by vacuum deposition; sample holders, with three substrate disks 

each, are placed parallel to the sublimation boat and equidistantly placed around 

it. Sample thicknesses are expected to be equal, but, as seen in section 3.2, the 

boat may not spread the amino acid vapor in a perfectly isotropic way, and 

systematic variations in column density occur.  

Regarding sublimation data, Fig. 4.8, each sample was kept at a fixed high 

temperature and IR spectra were acquired after designated time intervals. Figure 

6.4 displays the normalized column density, N(t)/N(0), as a function of time, t, 

that the material spent in the laboratory oven for three samples at T = 90, 100 and 

110 
o
C, respectively.  Figures 6.4 (a) and (b) show the results obtained analyzing 

the 1651-1470 cm
-1

 and 3190-2430 cm
-1 

bands, respectively. The sublimation rate 

N0T for each temperature is extracted by fitting data with the function  
𝑁

𝑁0
= 1 −

 𝛽𝑇𝑡.  
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 Figure 6.4: L-Val normalized column density as a function of heating time, observed via: (a) the 

1641-1470 cm
-1

 band; (b) via the 3190-2430 cm
-1

 band. Solid and dash lines are fittings with the 

function 
𝑁

𝑁0
= 1 −  𝛽𝑇𝑡 in order to determine the sublimation rate N0T for each temperature T. c) 

Sublimation flux of valine; activation energy Ea = 1.2 ± 0.1 eV.   

 Two kinds of fittings are used: one (solid line) uses data obtained during 

the first half time of heating; another includes all experimental points. It is 

noticeable that the slopes increase slightly as the samples get thinner and a better 

fitting is obtained by a second order function in temperature. Since sublimation 

rate increases with temperature but decreases with local gas pressure (“pressure 

cooker effect” [67]), a likely explanation for the observed behavior is: i) for grains 

in the sample surface at atmospheric pressure, the sublimation rate is relatively 

high; ii) for grains in the bulk, the sublimated valine molecules diffuses slowly, 

the local gas pressure raises and the sublimation rate decreases. The thinnest 

sample heated at 110 °C is the best case for observing this characteristic; actually, 

it is the only one completely sublimated during the experiment time. Results 

presented in Fig. 6.4 (b) repeat and confirm the sublimation behavior but 
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measuring the 3190-2430 cm
-1

 band absorbance. On the sample heated at 110 °C, 

a parabola fitting was also performed (purple curve at Fig. 6.4 (b)), confirming 

that the sublimation rate increases as the sample gets thinner. Table 6.1 

summarizes the results and presents an average value for the sublimation rate  for 

each temperature. 

Table 6.1: Heating temperatures; sublimation constant T for two selected bands 

and their respective average. For 1641-1470 cm
-1

 band, two time intervals have 

been considered. Column density of samples before thermal processing, N0. 

Sublimation rate N0T. 

T 

(°C) 

T 

(10
-4 

min
-1

) N0 

(10
17

 molec 

cm
-2

) 

N0T 

(10
13

 molec min
-1 

cm
-2

) 
Band 

1651-

1470 cm
-1

 

Band 

3190-

2430 cm
-1

 

Average 

90 1.7 2.1 2.9 2.2 ± 0.7 1.60 3.52 ± 1.1 

100 9.5 10 9.5 9.7 ± 0.5 1.65 16 ± 0.8 

110 23 26 26 25 ± 2 1.26 3.15 ± 2.5 

 

 As seen in Fig. 6.4 and Table 6.1, samples: i) sublimate faster as the 

heating temperature increases and ii) become thinner with time. When T 

increases, the kinetic energy RT increases and gets closer, or even overcomes, the 

activation energy Ea, increasing the chemical sublimation rate Φ(T) = A exp (-

Ea/RT)/T
1/2 

 [41]. Error sources are the determination of the integrated 

absorbances (peak areas) and the average temperature of the sample when it was 

placed in the oven. In fact, after introducing the samples in the oven, ~3 min are 

necessary for them to reach the equilibrium temperature.  

Due to the long measurements in high vacuum at room temperature, a relevant 

question is whether valine sublimates under these conditions. Previous works 

report that at low pressure valine does not sublimate (or has a negligible 

sublimation rate) [42, 56]. 

b) Cooling down (IR spectral changes) 

As shown in section 4.1.3, IR absorption data from L-Val present a 

characteristic behavior as the sample temperature changes; peaks become more 

resolved as the temperature decreases. Figure 6.5 shows the evolution of valine’s 
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IR spectra when the temperature changes, back and forth over two cycles, from 

room temperature (RT) to 40 K. It is observed that, at low temperatures: i) spectra 

become more resolved (broad peaks turn into narrower ones) and ii) some bands 

shift to higher wavenumbers (blue shift, see Figs. 4.10 (d) and (e)). After warming 

up back to 300 K, spectrum shapes are restored, which means that no irreversible 

physical phase transition has occurred. For the 2
nd

 cycle, the sample was thermally 

processed (annealed at 120 °C for 1 hour) and cooled down to 40 K again. 

Because of circumstantial reasons, this new cycle lasted longer, which is the 

reason why a broad water absorbance feature appears at 40 K in the spectrum of 

the annealed sample (wavenumbers > 3000 cm
-1

).  

 

Figure 6.5: Infrared spectra in function of valine temperature before and after annealing 

processing. 

Figures 6.6 (a) – (d) display how the integrated absorbance of the 3000-

2400, 1280-1260, 1165-1120, and 960-930 cm
-1

 bands evolve in function of 

temperature. Solid and dashed lines represent non- and annealed samples, 

respectively. Arrows indicate the time flow (temperature beginning and ending at 

300 K). These are non-irradiated samples. 
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Figure 6.6: Integrated absorbance dependence on sample temperature for bands: (a) 3000-2400, 

(b) 1272, (c) 1140, and (d) 949 cm
-1

; solid lines represent the first excursion (temperatures 

decreasing from 300 K to 40 K and then going back to 300 K). After annealing the sample, the 

same procedure was repeated (dash lines) [56].   

The integrated absorbances clearly increase with the decrease of sample 

temperature (Fig. 6.6); since the number of molecules in the sample does not 

increase, the A-values of the distinct bands must increase with temperature. The 

Beer-Lambert Law can be written in function of sample temperature as                   

N(T) = ln(10) S(T)/Aν(T). Since N(300 K) = N(T), because without sublimation 

temperature variation does not alter the number of molecules in the sample, the 

relationship S(300 K)/S(T) = Aν(300 K)/Aν(T) holds. From A-value results on 

section 4.1.1.1 and low temperature data on section 4.3.4, the A-value dependence 

on temperature of the 1408-1380 cm
-1

 band, above 150 K, is: 

Aν(T) = 1.10 x 10
-17

 S(300 K)/S(T) cm molecule
-1

   (see Fig. 6.7 ). 
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Figure 6.7: A-value of the 1408-1380 cm
-1

 band as a function of valine temperature. 

 The linear function S = S0 (1 – T/Ttr) ≡ S0 – α Δν T was employed in the 

fitting of data presented in Figure 6.6. In this relationship, S is the integrated 

absorbance, S0 the integrated absorbance at zero Kelvin, T the absolute 

temperature, Ttr the “transparency” temperature when a given band absorbance 

voids, α the absorbance rate coefficient (α = S0/(ΔνTtr)), and Δν the band interval 

(Δν = ν1 – ν2). Ttr is just a fitting parameter: the sample should be in gas phase at 

these temperatures. Fitting parameters are shown in table 6.2. One notices that the 

parallelism seen in figure 6.6 is evidenced by the same absorbance rate coefficient 

(α ≈ 0.25) not only between themselves (non- and annealed samples), but also 

between the three single bands analyzed.  

Table 6.2: Fitting parameters of absorbance evolution with temperature, Fig. 6.6, 

with equation S = S0 (1 – T/Ttr) = S0 – α Δν T [56]. 

Band (cm
-1

) 3000 – 2400 1272 1140 949 

Δν = ν1 – ν2 3000 – 2400 1280 – 1260 1165 – 1120 960 – 935 

Annealing: 
non-

ann. 
ann. 

non-

ann. 
ann. 

non-

ann. 
ann. 

non-

ann. 
ann. 

S0 
cooling 73 63 0.43 0.36 0.68 0.56 0.31 0.33 

warming 71 65 0.42 0.36 0.69 0.58 0.32 0.33 

Ttr  

(K) 

cooling 1000 1200 833 667 667 555 588 500 

warming 1100 1200 909 714 714 526 500 500 

α  

(10
-4

 cm
-1

 K
-1

) 

cooling 1.2 0.87 0.25 0.27 0.22 0.22 0.21 0.26 

warming 1.1 0.90 0.24 0.26 0.22 0.24 0.25 0.26 
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 Figures 6.8 (a) – (c) show the behavior of the full width at half maximum 

(FWHM) of the 1280-1260, 1165-1120, and 960-930 cm
-1

 single bands, as the 

sample temperature changes. Here again, solid and dashed lines represent non- 

and annealed samples, respectively. FWHM decreases as the temperature 

decreases up to level off into a minimum width, which depends on 

crystallographic properties of the sample and, mainly, on fundamental quantum 

mechanics constrains.  Indeed, even for a pure monocrystal at zero Kelvin, Band 

Theory predicts that band broadness is ruled by the height and width of potential 

barriers, which, in turn, depend on interatomic or intermolecular distances [68]. 

 

Figure 6.8: Full width at half maximum dependence on sample temperature for the single bands: 

(a) 1272, (b) 1140 and (c) 949 cm
-1

; solid and dash lines represent the excursions before and after 

sample annealing, respectively. 

 Concerning the current analysis, questions to be answered are: when the 

sample temperature decreases, why bands become narrower? Why infrared 

absorbances increase? And why some bands shift? 

DBD
PUC-Rio - Certificação Digital Nº 1712624/CA



                                                                                                                       103 

 

 

 When temperature is lowered, two thermal effects occur: i) molecular 

velocities decrease and ii) mean molecular and atomic distances are reduced. In 

detail:    

i) Concerning the first question: the MID-infrared region corresponds to 

photons of 60 – 500 meV (since E = hν = kℏc; with k being the wavenumber). 

Average bandwidths are ~ 30 cm
-1

 or ~ 4 meV. If the sample temperature 

varies from 40 to 300 K, the average molecular kinetic energy, kT, varies 

from 3.4 to 26 meV. The fact that bandwidths and thermal energies have 

similar values gives a hint that thermal energies should be responsible for a 

significant fraction of the observed bandwidths. Indeed, photon absorption by 

a molecule is a resonant process (similar to the Mössbauer effect for atomic 

nuclei) and the energy match depends on the molecule’s velocities; in turn, 

the molecular velocity distribution varies with temperature. The consequence 

is that energy match is less strict for absorption at high temperatures (Doppler 

effect).   

ii) Band absorbances increase at lower temperatures because molecular 

polarizability is higher. Infrared absorbance depends on dipolar moment, 

which in turn depends on sample temperature. Temperature decrease reduces 

intermolecular distances, and increases polarizability. In particular, apolar 

molecules free to rotate have negligible time-average polarizability; their 

polarizability at low temperature samples increases due to constraints on 

molecular rotation. In adition, bandwidth is related to molecular relaxation: 

the lower is the damping, the thinner is the bandwidth. Moreover, the 

damping depends on the vibrational energy flow from the molecule towards 

the solid. 

Band shifts may be consequence of conformer transitions and have been 

reported for glycine and alanine, at different temperatures. Conformers are 

characterized by the different stable or metastable configurations that a molecule 

may present. Gomez-Zavaglia and Fausto (2003) [69] studied the deprotonation 

phenomenon of the glycine carboxylate group (that is, the protonation of the 

amino group). They proposed that, during the deposition (or condensation), the 

glycine kinetic energy in gas phase would be employed to transform, irreversibly, 

neutral molecules into zwitterion isomers. In this process, sample temperature 
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increases and the extra energy converts the deposited molecules into zwitterions. 

Rodríguez-Lazcano et al. (2012) [70] performed similar experiments with alanine, 

and basically reached the same conclusions. Alanine molecules: i) in the gas phase 

are neutral but, forming a solid at room temperature, are zwitterionic; ii) when 

deposited at 25 K, the solid is constituted by a mix of neutral and zwitterionic 

forms, the neutral isomers becoming zwitterions as the sample is heated.  

In the interpretation of amino acids spectra, composed by lines due to distinct 

conformers, UV irradiation and annealing are procedures that may be used to 

change the molecular conformational ratios. Wong et al. (2015) [71] analyzed, 

experimental- and theoretically, several isolated β-alanine in a parahydrogen 

matrix; they have confirmed that conformer transitions occurred when the 

material was exposed to UV radiation. Assuming that valine behaves as alanine 

and glycine, the sample produced by deposition at 300 K and which data are 

shown in Figs. 6.5 – 6.8 should be constituted exclusively by zwitterionic 

molecules. 

Tamuliene et al. (2018) [72] have studied gaseous valine fragmentation by low 

energy electrons (0 – 150 eV) and by DFT calculations; they determined the total 

energies for four valine conformers, neutral or ionized. Temperature variation 

(from 40 to 400 K) did not modify the valine isomeric structure, confirming that 

no permanent phase transitions occur during the thermal treatment. The observed 

band shifts (Figs. 4.10 (d) and (e)) are therefore attributed to conformer transitions 

induced by temperature changes.  

6.2 

Ion beams 

The present section aims to discuss the results presented in section 4.2 

relative to the valine, phenylalanine and glycine degradation by MeV ion beams.  

 Valine is the most probed amino acid in the current work, and because of 

this it will be used to illustrate the discussion of the analytical method. Fig. 6.9 (a) 

shows three selected spectral regions of a valine sample bombarded by a 230 MeV 

S
+15

 beam at a given fluence; Fig. 6.9 (b) presents the fluence evolution of their 

integrated absorbance. At high fluences, they decrease exponentially and 

absorbances are proportional among themselves. Such behavior is not seen at low 
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fluences, when restructuring phenomena such as compaction might have a 

powerful effect on massive regions; this is indeed the case for spectral regions II 

and III (Beer-Lambert Law: higher the absorbance, higher the number of 

molecules). On the other hand, at the beginning of irradiation, region I behaves 

differently from regions II and III. Actually, there is no evidence of compaction in 

region I. Absorbances with similar trend in distinct spectral regions mean that any 

chosen region should give the same evolution behavior, as long as one is coherent 

with the band wavenumber limits and with the background line. In other words, 

information - such as the destruction cross section - can be extracted from any 

fraction of the absorption band, although one should be careful when analyzing 

regions with daughter species and/or contaminations, as well as distinct 

compaction regions. 

 

Figure 6.9: (a) Zoom of valine infrared spectrum at the region 2300-1800 cm
-1

, acquired at an 

arbitrary fluence. Regions I and II correspond to the 2109 cm
-1

 band and to its background, 

respectively; region III corresponds to the background line of the 2290-2160 cm
-1 

wavenumber 

interval. (b) The integrated absorbance (in cm
-1

) evolution with fluence of the 230 MeV S
+15

 beam 

for these three regions [61].  

 Note that, at high fluences, some bands disappear while others do not. In 

Fig. 6.10, the absorbance relative to region 1340-1310 cm
-1

 vanishes, evidence 

that the sample was completely destroyed, but the one relative to region 3200-

2400 cm
-1

 does not: some irradiation residual material (daughter species or 

products) vibrates in the frequencies very close to those of the precursor 

molecules. Due to their band widths larger than the precursor-product frequency 

variations, a spectrometer with higher resolution is not a solution. So, in order to 
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compare cross sections obtained from both regions, one should subtract the 

contribution of the daughter species from the measured band absorbance. It turns 

out that distinct bands generate cross section values close to each other, but 

systematically different: an average is then carried out. A detailed discussion 

follows. 

  

Figure 6.10: 3200-2400 and 1340-1315 cm
-1

 spectral evolution of a valine sample bombarded by a 

230 MeV S
+15

 beam; beam fluence increases from top to bottom.  

 Data are usually fitted with Eq. (6.1). S(F) and S0 are the integrated 

absorbances at fluences F and zero, respectively. σd
ap

 is the apparent destruction 

cross section (which includes radiolysis and sputtering effects), and S∞ the 

integrated absorbance of saturation (or base line). S∞ is band dependent, and it 

may indicate the presence of: i) daughter species vibrating at frequencies close to 

precursor ones or ii) external contaminants such as gaseous/adsorbed water or 

CO2; if none of these two possibilities is the case, the band vanishes completely, 

that is, S∞ = 0. Figure 6.11 displays the absorbance evolution for three valine 

bands to exemplify the S∞ possibilities. Since Fig. 6.11 is presented in semi-log 

scale, the last experimental points of the vanishing band do not appear in the 

graph.  

𝑆(𝐹) = 𝑆0𝑒−𝜎𝑑
𝑎𝑝

𝐹 + 𝑆∞ (6.1) 
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Figure 6.11: Dependence on fluence of three valine band integrated absorbances. Sample was 

irradiated by a 1.5 MeV N
+
 beam. Solid lines are fittings with Eq. (6.1); S∞ = 1.1, 0.005 and 0 cm

-1
 

for the bands with tholins, water contamination and with pure precursors, respectively.  

 Analyses are usually performed for several bands, because distinct peaks 

decay at slightly different rates, as illustrated by the three band evolutions 

presented in Fig. 6.11. This happens not only for spectral regions with growing 

daughter species absorbances, but also for single bands (the ones produced only 

by precursors, for which absorbances void at high fluences). The consequence of 

having distinct evolutions is an evidence that the A-values are fluence dependent, 

justifying the notation Aν(F). Table 6.3 confirms that the A-value ratios        

Aν,j(F)/Aν, 948(F) are not constant compared to data at zero fluence or at a reference 

fluence value, Fref.  Here, Aν,j(F) is the A-value of the j band at fluence F and             

Aν, 948(F) is the A-value of the reference band 948 cm
-1

 at the same fluence; each 

beam has a different Fref, see the fourth line of the table. Since, at any fluence, the 

column density of a given sample is unique and well defined, the integrated 

absorbances of the j and reference bands must be related by the Beer-Lambert 

Law: Sj(F)/S948(F) = Aν,j(F)/Aν, 948(F).  
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Table 6.3: Relative A-values of five bands for virgin (F = 0) and processed (Fref) 

valine samples. Band 948 cm
-1

 is taken as reference for Av-ref. The reference 

fluence Fref is different for each beam or sample.   

 

Ion beam 

Av/Av-ref 

H
+
 1.5 

MeV 

He
+
 1.5 

MeV 

N
+
 1.5 

MeV 

S
15+

 230 

MeV 

Sample 

thickness 
2.4 µm 0.96 µm 0.23 µm 0.58 µm 

Band (cm
-1

) 

(interval) 
Fref (ions cm

-2
) 5.8 x 10

14 
1.1 x 10

13
 4.4 x 10

12
 3.2 x 10

11
 

2900 (3300-2400) 
0 273 282 235 246 

Fref 768 602 270 303 

1329 (1335-1301) 
0 3.94 3.07 9.51 10.8 

Fref 5.23 6.34 10.5 13.8 

1271 (1279-1261) 
0 0.876 1.16 0.981 0.984 

Fref 0.955 1.70 0.997 1.22 

948 (957-937) 
reference 1 1 1 1 

reference 1 1 1 1 

716 (726-705) 
0 2.80 2.70 2.35 3.39 

Fref 5.05 3.31 2.54 3.85 

 

Stopping power dependence 

Figure 6.12 (a) shows, for the band 948 cm
-1

, how the normalized 

integrated absorbance evolves with fluence for four ion beams. They all decay 

exponentially, and it is clear that the higher the stopping power, Se, the faster is 

the sample destruction (i.e., N(F) decay is steeper). Taking away the electronic 

stopping power and the specific mass (density) dependences, Fig. 6.12 (b) 

displays the same results as a function of the absorbed dose instead of the beam 

fluence. The definition D ≡ SeF/ρ is used, where D is the beam dose (eV g
-1

), F 

the fluence (projectiles cm
-2

), ρ the valine density (g cm
-3

) and Se the electronic 

stopping power (keV µm
-1

 = 10
7 

eV cm
-1

). Strictly speaking, radiation dose is the 

absorbed ionizing energy per mass unit, expressed in Gy ≡ 1 J kg
-1

 = 6.242 x 10
15

 

eV g
-1

, a unit used for macroscopic energies and masses. Here, the concept of 

“molecular dose” D is more convenient, which is the energy absorbed per 

molecule mass, mmolec, so that E/mmolec can also be expressed in eV/molec. 

Conversion is made by taking mmolec (g) = M/NA= M/6.022 x 10
23

, where M is the 

molar mass in g mol
-1

; that is: 

     1 Gy = 1 J/kg = 6.242x10
18 

eV/[10
3
 NA/M] = (1.037x10

-8 
M) eV molec

-1
. 
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Of course, the above considerations are valid for a given homogenous 

material or, in this context, for a non-irradiated amino acid. Once irradiation 

starts, the amino acid degrades and its concentration decreases. If the beam 

current is constant, the deposited energy rate in the sample is also constant, but the 

energy rate transferred to precursors decreases. Whenever the fluence attains the 

value F0 ≡ 1/ σd
ap

, the precursor normalized column density,                       

N(F)/N0 = exp(-σd
ap

 F)  becomes N(F0)/N0 = exp(-1) ≅ 0.368; that is, 63.2% of the 

original material has been destroyed or ejected. The “apparent” deposited dose up 

to this point to the material is defined as D0
ap

 = SeF0/ρ = Se/(ρ σd
ap

), quantity that 

can be extracted directly from fittings of the integrated absorbance analysis. D0 is 

the dose effectively deposited in the bulk and consumed only for radiolysis; since 

σd
ap

 > σd, D0
ap

 < D0, interpreted as the same projectile energy transferred to a 

higher precursor mass correspondent to dissociated and ejected molecules.  

Figures 6.13 (a) and (b) present the normalized integrated absorbance 

evolution with dose for glycine and phenylalanine, respectively.  

 

Figure 6.12: S(F)/S(0) for valine irradiated with four different beams,  as a function of their 

respective (a) fluence and (b) dose. Conversion: 1 eV molec
-1

 = 96.5 M
-1

 MGy, where M is the 

molar mass (in g/mol).  
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Figure 6.13: S(D)/S(0) as a function of dose for a) glycine and b) phenylalanine.  

 When data are exhibited as in Figs. 6.12 (b), 6.13 (a) and (b), the span in 

the precursor’s absorbance decay corresponding to irradiation by distinct ion 

beams is reduced and data fluctuate around an average exponential decay. It is 

then possible to estimate the critical “macroscopic” dose D0
ap

 = Se/(ρ σd
ap

) in gray 

or in keV g
-1

, or the critical “microscopic” dose, if expressed in eV molecule
-1

 

unit. 

Table 6.4 presents the electronic and nuclear stopping powers (Se and Sn, 

respectively) of the ion beams specified in section 4.2. Since Sn << Se in the 

energy range of interest, data in Figs. 6.14 (a) – (c) are useful to extract the 

average apparent destruction cross section dependence, σd
ap

, with Se, for the 

amino acids glycine, valine and phenylalanine, respectively.  

Table 6.4: Electronic (Se) and nuclear (Sn) stopping powers of selected ion beams 

on the amino acids glycine, valine and phenylalanine (SRIM [73]).  

Amino  

acid 

Ion 

Beam 

Energy 

(MeV) 

Se 

(keV µm
-1

) 

Sn 

(keV µm
-1

) 

Glycine 

H
+
 1.8 27 0.018 

He
+
 1.5 287 0.29 

N
+
 1.5 1070 8.85 

Valine 

H
+
 1.5 26.7 0.019 

He
+
 1.5 252 0.26 

N
+
 1.5 998 7.84 

S
15+ 

230 1690 1.03 

Phenylalanine 

H
+
 2.0 20.4 0.013 

H
+
 0.5 50.4 0.044 

He
+
 2.0 204 0.18 

N
+ 

0.5 544 1.69 

N
+
 2.0 1082 5.69 

D
0

ap
 = 15.62 ± 1.85 eV/molec 
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Figs. 6.14 (a) – (c) display the observed dependence of the apparent 

destruction cross section on the electronic stopping power for glycine, valine and 

phenylalanine, respectively. Free fittings with σd
ap

 = a Se
n
 yields n = 0.91 ± 0.03, 

0.97 ± 0.11, and 0.94 ± 0.02 for Gly, Val and Phe, respectively. For data presented 

in Fig. 6.14, we have adopted n = 1.0 ± 10%. The linear dependence σd
ap

 = a Se is 

reasonable, or at least acceptable, for the three analyzed amino acids. 

 

Figure 6.14: Apparent destruction cross section dependence on electronic stopping power for (a) 

glycine, (b) valine and (c) phenylalanine. The straight line represents a power law y = a x
n
 , where 

n =1. For each amino acid, the respective ρE and D0 values are extracted directly from the linear 

fittings with equation σd
ap

 = Se/ρE. 

                            𝜎𝑑
𝑎𝑝 = 𝑎 𝑆𝑒         or         𝑆𝑒 =

1

𝑎
𝜎𝑑

𝑎𝑝 =  ρ𝐸 𝜎𝑑
𝑎𝑝

                                        (6.2) 

The parameter a is distinct for each amino acid and has unit of volume per 

energy; its inverse can be interpreted as the average deposited energy density 

necessary to dissociate/eject precursor molecules: 1/a ≡ ρE which, in turn, is 
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proportional to the chemical G-value for dissociation of molecules. The molecular 

volume being Vm = (M /NA)/ρ, the average energy to dissociate e
-1

 of the 

molecular population is ρEVm = ρE M/(ρ NA), which should be recognized as the 

critical dose D0
ap

; Table 6.5 gives the related quantities for the examined amino 

acids.  

Table 6.5: Analyzed amino acids and their respective molecular weight (M), 

density (ρ), molecular volume (Vm), and minimal doses (D0
ap

 in eV molec
-1

 and in 

MGy) and deposited energy density (ρE) for dissociation. 

Amino acid 
M

*
 

(g mol
-

1
) 

ρ
*
 

(g cm
-3

) 

Vm 

(nm
3
) 

D0
ap 

(eV molec
-1

) 

D0
ap 

 (MGy) 
ρE 

(eV nm
-3

) 

Glycine
a
 75.06 1.61 0.078 10 ± 4.5 13 ± 5.8 120 

Valine
b
 117.14 1.32 0.16 16 ± 2.0 13 ± 1.6 100 

Phenylalanine
c
 165.18 1.29 0.21 14.3 ± 2.2 8.3 ± 1.3 65 

a
da Costa et al. (2021) [63]; 

b
da Costa et al. (2020) [61]; 

c
Mejía et al. (2021) [51]; 

*
Chusuei & 

Goodman (2003) [74]. 

 Results on Table 6.5 show that ρE,Phe < ρE,Val < ρE,Gly, which indicates that, 

among these three amino acids, glycine is the most resistant material when 

exposed to ionizing radiation. One may interpret such finding by pointing out that 

phenylalanine and valine are more fragile than glycine because they are larger 

molecules, and thereby with larger destruction cross sections. However, it is 

important to take into account other factors, in particular the molecular stability; 

the irradiation of large molecules such as Polycyclic Aromatic Hydrocarbons, 

PAHs, by MeV H
+
 and He

+
 beams presents relatively low destruction rates [6]. 

The argument that a molecule with many identical functional groups (e.g., 

multiple aromatic rings) keeps absorbing radiation in a given vibrational band, 

even when a similar functional group is broken, is not convincing: the same 

argument could be invoked for identical functional groups existing in different 

molecules in the sample and this goes against Beer-Lambert Law. 

It is noticeable that the order of magnitude of doses D0 found is about 10 

MGy, much higher than lethal or radiotherapy doses (10 – 100 Gy). This 

difference is attributed to the fact that ~10 Gy irradiation destroys intermolecular 

bonds and very small fractions of DNA material, which is enough to stop or 

disturb its biological functions; in contrast, the D0 determined by the current 
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method corresponds to the energy necessary to destroy ~ 63% of precursor 

molecules. 

Multi-charged beams 

Sputtering and radiolysis are sensitive to projectile charge; yields of both 

processes are expected to be proportional to Se
n
 ~ (q

2
)

n
. For icy samples, n = 2 

have been reported for sputtering (e.g. Seperuelo-Duarte et al. (2010) [75]) and n = 1 

to 1.5 for radiolysis. As mentioned in Chapter 4, experiments with multi-charged 

beams were planned to verify the sensitivity of amino acid’s damage to the 

projectile charge. The project involves experimental challenges such as 

production, selection, transport and monitoring of multi-charged beams.  Results 

must be regard as preliminary, providing discussion for technical improvements. 

1.5 MeV N
+
 ions were produced by the Van de Graaff accelerator and 

selected by the 90
o
 analyzing magnet.  The residual gas inside the 4.9 m long 

canalization between this magnet and the switching one was raised to around 10
-4

 

mbar for enhancing ion beam charge exchange.  At 1.5 MeV energy, projectiles 

have v = 4.5 x 10
3
 km/s, and the equilibrium charge state distribution is N

3+
 

(48%), N
2+ 

(27%), N
4+ 

(19%), N
1+ 

(4%) and N
5+ 

(2%) [76]. The average 

equilibrium charge state is, therefore, qeq = 2.9; CasP (Convolution approximation 

for swift Particles) prediction is 2.1 [77].  

After, crossing a 10
-6

 mbar residual gas, the N
+
, N

2+
 and N

3+
 charge state 

beams were selected by an adequate magnetic field at the switching magnet and 

transported via a ~5 m canalization up to the UHV section (at <10
-7

 mbar), see 

Fig. 3.7. Fluence was calculated assuming that no charge exchange has occurred 

between the switching magnet and the Faraday cup inside the FTIR chamber. 

Valine samples, ~ 25 nm thick, were irradiated by 1.5 MeV N
q+

 with 

charge states q = 1, 2 and 3. Samples must be thin enough, not only to be 

traversed by the beam, but also for allowing it (ideally) to exit without reaching 

the equilibrium charge. On the other hand, 15-20 nm is typically the thinnest 

initial thickness range compatible to the infrared spectrometer sensibility, 

considering that the decrease of absorbances with beam fluence should be strong 

enough for permitting the σd
ap

 measurement. 
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For each experiment, the average σd
ap

 was calculated from three bands 

analyzed in Fig. 4.17 – see Table 6.6. Clearly, the higher the projectile charge, the 

greater the apparent destruction cross section measured.  

Table 6.6: Apparent destruction cross sections of 1.5 MeV N
q+

 on valine samples.  

Charge 

state 

σd
ap

 (10
-13

 cm²) 

Analyzed band (cm
-1

) 
Average 

3190-2430 1602-1579 1337-1320 

1+ 1.4 1.4 2.2 1.7 ± 0.5 

1+ 0.96 0.96 2.2 1.4 ± 0.8 

2+ 1.9 2.1 2.9 2.3 ± 0.6 

3+ 6.5 6.3 6.5 6.4 ± 0.1 

Under the perspective of a radiolysis analysis, Figure 6.15 (a) shows the 

average σd
ap

 dependence on q
2
. Then, as σ

3+
/σ

+
 = 4.1 and σ

2+
 / σ

+
 = 1.5, the 

average beam charge state ratios inside the samples are ~ 2.0 and 1.2 (instead of 3 

and 2) for N
3+

/N
+
 and N

2+
/N

+
, respectively. By combining Eq. (6.2) with Joy-Luo-

Bethe-Bloch’s formula [78, 62], the average cross section for a projectile with 

charge z and velocity v can be estimated as 

d
ap

 (q,v) = a Se(q,v) = a Se
e-
 (v) q

2
 = d

ap
 (e

-
,v) q

2
,  (6.2a) 

where Se
e-
(v)  and d

ap
 (e

-
,v) are the stopping power and the destruction cross 

section for electron projectiles with the same velocity v, respectively. For a 

dominant radiolysis damage, a proportionality is expected in a graph d
ap

 (q,v) 

versus q
2
, in which d

ap
 (e

-
,v) is the angular coefficient, if no charge exchange 

occurs inside the sample. 1.5 MeV N ions and 59 eV electrons have the same 

velocity: v = 4.5 x 10
3
 km/s. For valine, a = 1.0 x 10

-20
 cm

3
 keV

-1
; 59 eV electrons 

have Se
e-
 ~ 8 eV Å 

-1
 = 8 x 10

5
 keV cm

-1
; the Joy-Luo formula with k = 0.6 

provides d
ap

 (e
-
,v) = 0.8 x 10

-14
 cm

2
. This result is to be compared with the 

angular coefficient of experimental data (dotted line in Fig. 6.15a), which is 

roughly 6 x 10
-14

 cm
2
 (per square charge state). CasP results, imposing no charge 

exchange inside the sample, agree with the cross section ~ 1 x 10
-14 

cm
2
 for q = 1; 

on the other hand, it predicts an angular coefficient of 0.4 x10
-14

 cm
2
, twice lower 

than Joy-Luo result, but much lower than the experimental value.  A discussion on 

equilibrium charge state follows. 

DBD
PUC-Rio - Certificação Digital Nº 1712624/CA



                                                                                                                       115 

 

 

 

Figure 6.15: σd
ap

 dependence on initial beam charge state; 1.5 MeV N
q+

 beam impinging on valine 

25 nm thick: q = 1, 1, 2 and 3. a) Linear fitting of data (dotted line) has a slope  = 6 x 10
-14

 cm
2
 per 

square charge state. The Bethe-Bloch’s function prediction is valid if no charge exchange occurs. 

When a neutral 1.5 MeV N
 
projectile enters in a solid target, it looses one or more electrons; 

therefore, in average, collisions in the bulk occur with q ≠ 0 and d
ap

 cannot be zero. In contrast, 

CasP predicts this stopping power (and d
ap

) correctly [77]. b) Assuming only sputtering (d
ap ~ 

q
4
). 

 Inside a solid, a projectile with initial charge state q captures and loses 

electrons until its charge state reaches an average equilibrium value, qeq [79–81]. 

Equation (6.3) is the expression for this equilibrium charge according to Bohr’s 

adiabatic criterion, where the projectile electrons with orbital velocities smaller 

than the projectile translation velocity are removed  during the collision cascade 

with target atoms [82]; Zp being the projectile atomic number, v its velocity and vB 

the Bohr’s velocity. 

𝑞𝑒𝑞 =  𝑍𝑝 [1 − 𝑒𝑥𝑝 (
−125 𝑣

137 𝑣𝐵𝑍𝑝
2/3

)] 
(6.3) 

Figure 6.16 presents the predicted equilibrium charge, acording to Eq. 

(6.3), in function of nitrogen projectile velocities. A nitrogen projectile with 1.5 

MeV of kinetic energy has the velocity v = 0.45 cm ns
-1

 and a predicted 

equilibrium charge of qeq ~ 2.8. Other qeq expressions from more refined models, 

as those of Montenegro et al. (1982) [83], Heckman et al. (1963) [84] and Grande 

and Schiwietz (1998) [77] give similar results within 10% error [80]; for 

simplicity, Eq. (6.3) is the approach taken.    
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Figure 6.16: Equilibrium charge state in function of nitrogen ions velocities. The vertical dash line 

indicates the velocity of the beam used in this data set.   

 The projectile charge evolves asymptotically inside the material from q 

(the incident projectile charge) to reach qeq (the final projectile mean charge). 

Between q and qeq the charge has a transient or average value that is a function of 

the covered distance by the projectile, qav(s). Bohr has proposed that the projectile 

charge state inside a material should be written as Eq. (6.4) [85]: 

𝑞𝑎𝑣(𝑠) =  𝑞𝑒𝑞 + (𝑞 −  𝑞𝑒𝑞)𝑒𝑥𝑝 (−
𝑠

𝜆𝑞
) 

(6.4) 

with s being the projectile’s covered distance along the track, and λq the 

characteristic relaxation length of the solid. Based on Eq. (6.4), Fig. 6.17 presents 

qav(s) for 1.5 MeV N
q+

 ion beams with initial charge states q = 1 and q = 3 

impinging on a solid of icy water. Both beams reach the equilibrium charge 

around s = 4 nm inside the sample. Although the λq value for valine is not known, 

the rougthly linear relationship between σd
ap

 and q
2
 in Fig. 6.15 suggests that λq is 

is much higher than 4 nm and comparable to the sample thickness.  

The disagreement by one order of magnitude presented in Figure 6.15 (a) 

reflects that either an experimental difficulty occurs (e.g., the actual beam charge 

state impinging on the sample is not well known), or sputtering is relevant. In the 

latter direction, Figure 6.15 (b) shows the average σd
ap

 dependence on q
4
. 

Considering     Y(q) = Y(1) q
4
, the surprisingly good linear fitting σd

ap
(q) = σd

ap
(0) 

+ (Y(1)/N0) q
4
 provides σd

ap
(0) = 1.5 x 10

-13
 cm

2
 and Y(1)/N0 = 0.061 x 10

-13
 cm

2
. 
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Since zsp = 25 nm corresponds to N0 = 1.6 x10
16

 molec cm
-2

, one gets Y(1) ~ 100 

molec per impact. 

 

 

Figure 6.17: Average charge state curves in function of the distances reached inside a solid of icy 

water (λq ~ 10 Å) by 1.5 MeV N
q+

 ion beams with initial charges 1 and 3 [80]. For valine, q is not 

known, but the order of magnitude is expected to be the same.  

Sputtering measurement from distinct thick targets 

 Fig. 4.21 displays data of valine samples with distinct thicknesses 

bombarded by 1.5 MeV N
+
. Figures 6.18 (a) – (c) present the normalized column 

densities for three samples as a function of F/N0. The green dashed curves are 

fittings of the average behavior of the considered bands.  
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Figure 6.18: Normalized absorbance evolutions of valine (a) 27, (b) 44 and (c) 65 nm thick as a 

function of  F/N0; evolutions of the 3190-2430, 1602-1579 and 1337-1320 cm
-1

 bands were 

followed. The values N0σd
ap

 are a factor 2 higher than Y0, evidence that radiolysis dominates over 

sputtering even for these relatively thin samples. 

Another analysis of the same fact is exhibited in Fig. 6.19. The dispersion 

of the analyzed bands on each measurement is not negligible, see Table 6.7. Since 

σd
ap

 = σd + Y0/N0, the average σd
ap

 is plotted as a function of the inverse of the 

corresponding initial column density, in an attempt to measure individually σd and 

Y0. From Fig. 6.19, Y0 is approximately 1300  700 molecules per impact, and σd 

= (7.0  3) x 10
-14

 cm
2
. For thin and thick films, the sputtering yield is 2 to 20 

times lower than the rate N0σd
ap

. The finding that Y0 ~ 10
3
 molecules per impact is 

to be compared with the sputtering yield for ices, which are two orders of 

magnitude higher (e.g., Mejía et al. (2020) [86]). 
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Table 6.7: Apparent destruction cross sections of 27, 44 and 65 nm valine 

samples.  

Thickness  

(nm) 

N0 

(10
16 

cm
-2

) 

σd
ap

 (10
-14

 cm²) 

N0 σd
ap

 

 

Analyzed band (cm
-1

) 

Average 3190-

2430 

1602-

1579 

1337-

1320 

25 1.6 9.6 9.6 22 14 ± 8 2240 

27.5 1.8 14 14 22 17 ± 5 3060 

44 3.0 7.1 7.9 - 10 ± 6 2250 

65 4.4 5.4 6.2 6.4 6.0 ± 0.6 2640 

230 15 7.2 - 7.6 11
*
 ± 4 16x10

3
 

*
Average performed with the d of the bands presented in the table and those of the 1279-1261, 

957-937, 782-763, and 726-705 cm
-1

 bands [61]. 

    

Figure 6.19: Average apparent destruction cross section of valine irradiated by 1.5 MeV N
+
 in 

function of the inverse initial column density.  Y0 ~ 1300  700 molecules/projectile and σd = (7.0 

 3) x 10
-14

 cm
2
 are the estimated sputtering yield and destruction cross section, respectively. 

6.3 

Electron beams 

In this section, experimental data with keV electron beams and theoretical 

predictions from the CASINO-extended model are discussed (see sections 4.3 and 

chapter 5). 

6.3.1 

Experimental data 

On sections 4.2.1 and 4.3.6, 1.8 MeV protons and 1.0 keV electrons were 

respectively employed in order to compare the glycine degradation by distinct 
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ionizing projectiles with the same initial velocity and same incident charge (but 

opposite sign). The predicted ranges for 1.8 MeV protons and 1.0 keV electrons 

on glycine are about 40 µm and 29 nm, respectively [73, 62]. Though their 

electronic stopping powers traversing the sample surface are 27 and 26 keV µm
-1

 

([73, 62], respectively), the obtained cross sections differ by one order of 

magnitude, being (26 ± 15) x 10
-16

 cm
2
 for 1.8 MeV H

+
 and (2.7 ± 0.2) x 10

-16
 cm

2
 

for 1.0 keV e
-
 [63]. Obviously, the H

+
 cannot increase its charge inside the target 

but may be neutralized or transformed, with very low probability, into H
-
; 

anyhow, these charge exchanges do not explain the observations. A possible 

explanation is to consider the production of δ-electrons by the ion beam. These 

electrons have velocities comparable with the projectiles ones and are emitted 

forward, causing additional ionizations [87]. 

A crucial difference between the two systems is that the ionic projectiles cross 

a relatively thin sample without losing too much of their kinetic energy, but the 

electron beam deposits most or all its energy inside the target. For the latter, due 

to the different collisional energies, average stopping power values should be 

used: <Se> ~ E0/R, where E0 is the incident energy and R the projectile range. 

Considering E0 = 1.0 keV, then <Se> ~ 35 keV µm
-1

 [63], a value greater than the 

initial 26 keV µm
-1

. Again, this fact does not explain the differences between the 

measured cross sections, and goes – apparently – in the opposite direction because 

electron projectiles with greater stopping powers are more efficient for inducing 

molecular dissociations than protons with the same initial velocity.  

Since cross section data from keV electron beams impinging on amino acids 

are scattered in literature (e.g., [23–26]), a systematic set of irradiations (for valine 

in particular) were performed in function of beam energy, and for distinct sample 

thickness and temperature. They are discussed below. 

Cross section measurements  

 The analysis of integrated absorbances in function of beam fluence, S(F), 

is the same as the previously one described for ions. Data are fitted by Eq. (6.5): 

𝑆(𝐹) =  𝑆0𝑒−𝜎𝑑
𝑒𝑓𝑓

𝐹 + 𝑆∞ (6.5) 
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where S∞ is the integrated absorbance at high fluences, and S0 + S∞ the initial 

integrated absorbance for a given band. S∞ = 0 if the analyzed band absorbance 

vanishes when F tends to infinity; σd
eff

 is the cross section representative of all 

collisions inside the solid and should not be confused with the binary collision σd, 

which is well defined for a specific beam energy. σd
eff 

is extracted directly from 

the absorbance evolution, considering no crystallographic corrections due to 

molecular rearrangements during the irradiation. The average σd
eff 

value, 

calculated from the analysis of several bands, is defined as the destruction cross 

section of the precursor material. Besides its dependence on energy, σd
eff 

depends 

on sample thickness. 

 Equations (6.1) and (6.5) differ to each other only in concepts of d
ap

 and 

d
eff

 cross sections. The former (apparent destruction cross section) means that 

two processes exist (radiolysis and sputtering) and their effects are such that can 

be described by a single quantity, d
ap

 = d + Y0/N0. The latter (effective 

destruction cross section) means that, for thick samples, multiple collisions are 

occurring, each of them with a distinct d, since the projectile energy is varying 

along the collision cascade; d
eff

 corresponds to the overall radiolysis damage. A 

consistent way to express concomitantly both concepts is:   d
ap

 = d
eff

 + Y0/N0. 

Dependence on sample thickness 

 Valine samples with distinct thicknesses were irradiated by 0.1 and 1.0 

keV electrons, see section 4.3.2. Figure 6.20 shows that σd
eff

 decreases when the 

sample thickness increases for both beams; this explains, at least partially, why 

data on literature are so disperse. Indeed, Pilling et al. (2014) [24] and Maté et al. 

(2015) [25] have found discrepant results when bombarding glycine with 2.0 keV 

electrons; the former group used a thick sample, ~ 1 µm, while the latter 

bombarded a thinner one, ~ 0.1 µm. They found the cross sections (1.8 ± 0.2) x 

10
-16

 cm
2
 and (17.6 ± 1) x 10

-16
 cm

2
, respectively:  thicker samples correspond to 

lower cross sections. 
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Figure 6.20: Valine σd
eff

 dependence on sample thickness zsp. Red circles and black 

squares correspond to 0.1 and 1.0 keV electron beams, respectively. Lines are just 

guides; as a reference, zmax ~ 50 nm is the maximum depth reached by 1.0 keV 

electron projectiles, for an incident angle of 40
o
. 

 In Fig. 6.20, it is noticeable that for 1.0 keV electron beam irradiation of 

samples with thicknesses zsp < zmax, where zmax is the range predicted by 

CASINO, the σd
eff

 values are practically constant. Thickness zsp > zmax means that 

the beam projectiles do not traverse the sample and deposits their entire energy in 

it. A relevant question is: if projectiles stop before the depth zmax (~ 50 nm for 1.0 

keV e
-
), why σd

eff
 changes for thicker samples? We attribute this to the occurrence 

of sputtering: i) samples become thinner with fluence and may be degraded 

completely; and ii) during this process, radiolysis proceeds at different rates with 

depth, so that inhomogeneity of precursor’s concentration also varies with depth 

and fluence.   

The σd
eff

 = b zsp
n
 dependence is found for both energy beams, with n ~ -1 

and ~ -2 for 1.0 and 0.1 keV e
-
 respectively. This empirical relationship indicates 

that the lower the penetration range of the beam, the lower is σd
eff

 and steeper is its 

decrease with zsp. On one hand, the higher E0, the higher the number of precursors 

destroyed per projectile and the higher dN/dF; but on the other hand, for a thick 

target, the higher E0, the higher zmax and the number of processable precursors, 

Nmax. By definition, cross section increases with the number of destroyed 

precursors but decreases with Nmax. 
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Dependence on beam energy 

 Valine samples with fixed thickness values have been bombarded by 

beams with various energies. Figure 6.21 presents the σd
eff

 dependence on the 

incident beam energy: σd
eff

 = aE0
n
, with n ~ 1.5. Interestingly, this value of n is 

about the same as that predicted by Joy & Luo (1989) [62] for the range of keV 

electrons: R ~ E0
1.6

.  

 

Figure 6.21: Dependence of valine effective destruction cross section on the electron beam energy 

for samples with 62 and 18 nm, black and red squares respectively. 

 Although the correlation between σd
eff

 and R appears enough to explain 

observations, the discussion is more complex and not completely clear.  

If the beam traverses the sample, then Nmax = Nsp does not depend on E0; 

moreover, the depth of highest energy deposition, z0, is very likely shorter than 

the sample thickness, zsp. Since z0 ~ E0
1.6

 (see Fig. 5.4), it is then reasonable that 

σd
eff

 increases accordingly.  

If the electron beam does not traverse the sample, increasing E0 increases 

proportionally the number of precursors destroyed but also increases Nmax. The 

overall effect is to decrease σd
eff

, contrary to observations (Fig. 6.21). The crucial 

point here is to know whether S∞ was correctly determined. Even so, for very 

thick targets, one should expect that dN/dF would be the same for different 

sample thicknesses, since precursor molecules at the rear part of the sample act as 

spectators. This goes against measurements (see Figs. 4.27 and 6.20), which 
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suggest that thick targets are morphologically harder to be damaged (they have 

lower σd
eff

). 

 Figure 6.22 points out that, in the energy range of 0.06 – 1.0 keV for 

electrons impinging on glycine, several models predict that the electronic stopping 

power (and hence the destruction cross section) presents a maximum and then 

decreases with the increasing electron energy [78, 62, 88, 89]. Predictions 

displayed in Fig. 6.22 are however valid only for single energy values (very thin 

films or gaseous targets), while experimental data obtained from solid targets 

provides average σd
eff

 values that are due to a cascade of elastic and inelastic 

collisions. 

 

Figure 6.22: Electronic stopping power dependence on energy of electron projectiles bombarding 

solid glycine, acording to Joy-Luo [62] (for three k values), Bethe [78] and Dielectric model [89] 

predictions. ESTAR [88] results are also shown. 

Dependence on sample temperature 

 Valine sample ~ 60 nm thick was bombarded by 1.0 keV electrons. Figure 

6.23 presents the σd
eff

 dependence on sample temperature, analyzed for four 

selected bands; for each temperature, σd
eff

 values vary up to a factor ≲ 2. This 

characteristic has also been observed by Gerakines et al. (2012) [16], and is 

evidence that temperature alters the precursor’s chemical environment. 
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Figure 6.23: σd
eff

 dependence on sample temperature of valine samples bombarded by 1.0 keV 

electron beams.   

 Cooling down from room temperature to 150 K, valine σd
eff

 decreases 

steeply, and between 150 and 10 K, decreases slowly. A similar tendency has 

been reported by Maté et al. (2015) [25] and Souza-Corrêa et al. (2019) [26] for 

glycine at ~ 20 – 300 K being bombarded by 2.0 and 1.0 keV electrons, 

respectively. The former found that σd
eff

 decreases by a factor 2, cooling down the 

sample from 300 to 20 K.  

 The apparent destruction cross sections of MeV ions present a distinct 

behavior compared with those of keV electrons. This fact may be interpreted by 

the very different defect density produced in the solid by the two beams: electron 

beams create a higher defect concentration close to the material surface. 

6.3.2 

Predictions from CASINO-extended model 

As presented in chapter 5, simulations carried with CASINO code, 

complemented by those of the CASINO-extended model, are a powerful tool for 

studying the degradation of organic targets by keV electron beams. In particular, 

they depict the electron projectile-atom interaction, predicting damage profiles 

based on the projectile energy loss inside the material.  

 Neglecting sputtering effects, the CASINO-extended model mainly 

predicts that:                                  
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i) At a certain fluence, the damage caused on thick samples highlights four 

regions: a) mildly processed surface, b) heavily degraded bulk, c) slightly 

processed interface, and d) non-processed rear. At very high fluences, the bulk 

and the surface ones are completely depleted of precursors, while the interface 

region slowly becomes thinner and the sample column density, Nsp(F), decays 

asymptotically to the plateau N∞, correspondent to the region never processed 

by the beam. 

 

ii) At first, as fluence increases, the column density decays rapidly due to the high 

dissociation rate of abundant precursor molecules located in between the 

sample surface and the interface with the non-irradiated region. At higher 

fluences, the frontal region becomes depleted of precursors and the column 

density decrease is ruled by the always relatively low degradation rate at the 

interface. 

 

iii)  As shown in Eq. (5.7), N(F) is a sum of exponentials, instead of a single 

exponential function: in principle, it is not possible to associate the column 

density evolution with fluence to a defined cross section. Nevertheless, at low 

fluences, the electron beam degrades the sample in a way that a dominant i-

group rules over the others in the sum of exponentials. They have cross 

sections slightly above σ0 and impose how fast the destruction of the bulk 

happens. At high fluences, a second dominant group takes over, indicating a 

slow degradation of the interface region. The average behavior is a function 

N(F) similar to two decaying exponentials or to one exponential and a constant, 

as in Fig. 5.8 (a) and Eq. (6.5) respectively. 

 

iv)  At low fluences, the net destruction cross section, σ0, decreases with the initial 

electron energy as E0
-0.6

 (Fig. 5.5).  

 

v) The rate dN/dF = d N increases with the incident projectile energy, E0. 

However, this happens because zmax increases with E0, and so does the number 

Nmax of processable molecules, and not because the destruction cross section d 

increases. Indeed, from Eq. (5.6), σ0 decreases with E0
-0.6

, while zmax and, Nmax 
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increases with E0
1.6

. In general, fittings with Eq. (6.5) based on data acquired 

from too short experiments prevent the S∞ determination, or generate S∞ 

attached to huge errors since the interface region has not been well defined yet. 

The consequence is that the faster decay of dN/dF with E0 is mistakenly 

attributed to an increase of the destruction cross section, as seen in Figs. 5.8 (a) 

and (b). 

 

vi)  CASINO takes into account the backscattered electrons; ~ 10% of the beam 

projectiles, for keV electrons, escape back through the sample surface taking 

away ~ 5% of the incident energy. In the case of thin targets, the energy loss of 

projectiles transmitted throughout the sample is also considered by CASINO. 

Both outputs are important to estimate correctly the deposited energy on the 

analyzed material. 

 

vii) Temperature effects are not taken into account on CASINO calculations 

(with exception of minor alterations such as the material density). 

Nevertheless, σ0 may disclose those effects, assuming that D0 depends on 

temperature (see Eq. 5.6).     

viii) In the CASINO-extended model, projectile trajectories do not interfere 

with each other. No beam current effects are considered, including sublimation. 

This is not an issue for the current data, since Figure 4.24 shows that, at the nA 

– µA range, the degradation of two bands of valine has a low dependence on 

the electron beam current. 

The above topics establish the background necessary to compare experimental 

and predicted data.     

 From Eq. (6.5), the measured effective destruction cross sections for E0 = 1.0 

keV are about (50 to 100) x 10
-16

 cm
2
, a factor ~ 2 to 3 times higher than the 

predicted σ0 ≈ 30 x 10
-16

 cm
2
 (for zmax ~ 47 nm). 

Figure 4.27 shows that, for E0 = 0.1 and 1.0 keV, dN/dF decreases if sample 

thickness increases. This trend agrees with the tendency predicted by the model 

for the case of samples thicker than 15 nm, see Fig. 5.10. The σd
eff

 dependence on 

valine thickness is summarized in Fig. 6.20, and compared with predictions 

displayed in Figs. 5.6, 5.10 and 5.11.  
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There is a good agreement for very thin targets, 10 – 20 nm, when the 

destruction cross section is relatively high. When the sample thickness increases, 

the damage at the rear part of the sample is gradually reduced, and the average 

cross section value decreases.  

In Figs. 5.10 and 5.11, the evolutions of experimental Nsp(F) are compared 

with the model predictions. The results for a 62 nm valine bombarded by electrons 

of 0.1, 0.50, 0.75 and 1.0 keV show that the higher the beam energy, the faster is 

the sample degradation. Notice that, with exception of 0.1 keV data, the predicted 

degradation rates are lower than the measured ones, Fig. 5.10. This finding is 

corroborated by data presented in Fig. 5.11, where the sample thickness varies but 

E0 is fixed at 1.0 keV. 

Furthermore, even though CASINO estimates zmax ~ 47 nm for E0 = 1.0 keV, 

thicker target samples are completely depleted at the end of irradiation, as seen in 

Fig. 6.24. This is evidence that sputtering is also playing a relevant role in valine 

degradation by electron beams, so that σd
eff

 (defined by Eq. 6.5) should also be 

related to σd
ap

, as for the case of ion beams.  

 

Figure 6.24: Zoom at the 1700 – 1300 cm
-1

 IR region for three fluences of a 1 keV electron beam 

bombarding a 209 nm valine film. 

Sputtering treated by the CASINO-extended model 

In section 5.3.1, experimental Nsp(F) is compared with CASINO predictions. 

Figs. 5.11 and 5.12 show that observed degradation occurs faster than the 

theoretical results and one very likely reason is that the proposed model does not 
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take sputtering effects into account. The way of introducing this process in the 

model is [63]:     

a) The sputtering is a superficial process in which the total atomic sputtering yield 

is reasonably constant along the irradiation; radiolysis induces molecular 

modifications in the sample’s processable region; 

b) The model considers that sputtering removes completely the first sublayer after 

a certain fluence, independently of its chemical composition. The total 

sputtering yield corresponds to the emission of Y0 precursors per impact.  

c) For CASINO calculations, the sample is divided into imax sublayers; as an 

approximation, the surface is considered the 1
st
 sample sublayer (Ni, with i = 

1). 

d) The partial sputtering yield of precursors decays with beam fluence because 

radiolysis decreases their concentration C1(F) = N1(F)/N1(0) at the surface. 

Then, Y(F) ≅ Y0 C1(F) = Y0 exp(-1 F), where 1 refers to the destruction 

cross section of the 1
st
  sublayer;  

e) The FTIR technique cannot discriminate the precursor depletion by sputtering 

(ejection) or by radiolysis (dissociation). The sum of both effects is represented 

by a value called apparent destruction cross section, σd
ap

 [90, 60].  

f) Combing all these considerations, the apparent destruction cross section is 

applied just for the 1
st
 sublayer:  σd

ap
 = σ1 + Y0 /N1(0);  for all layers,                                           

σi = σ0 imax CLi.. 

A rough estimate is done below to investigate the sputtering effects on a valine 

sample. Since the volume of a single valine molecule is Vm = 1.478 x 10
-22

cm
3
, 

each monolayer is z1 = Vm
1/3

 = 0.5287 nm (5.3 Å) thick. The molecular area is Am 

~ z1
2
 = 2.796 x 10

-15
 cm

2
; therefore, there is 3.577 x 10

14
 valine molecules per 

cm
2
 on the sample surface. 

To remove a molecular monolayer, by sputtering, it is necessary a 

fluence ∆𝐹𝑚 =
1

𝑌0𝐴𝑚
, or ∆𝐹𝑚 =

3.577 × 1014

𝑌0
. To remove 1 nm of material, ΔF1 = 

1.89 ΔFm, since ~1.89 valine diameters correspond to 1 nm depth. For modelling 

purposes, it is assumed that ΔF1 = 2.5 x 10
13

 e
-
 cm

-2
 is the fluence necessary to 

eject 1 nm of valine; the obtained yield is Y0 = 3.577 x 10
14

/ ΔFm = 1.89 x 3.577 x 

10
14

/ ΔFm. That is, Y0 ~ 27 molecules per electron impact.  
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Figure 6.25 presents the predictions of sputtering and radiolysis effects of a 

valine film, 80 nm thick, being bombarded by 1 keV electrons at θ = 40°. It is 

considered that each cycle of fluence F3 removes 3.0 nm of material. After 15 

cycles, 45 nm of the sample are ejected – which is approximately the range for 1 

keV electrons. The entire region processed by radiolysis since the beginning of the 

irradiation is then removed by sputtering. Up to this fluence, the sample column 

density, Nsp(F), decreases quickly due to radiolysis and sputtering, both exhibiting 

an exponential-like behavior: d
ap

 for the first sublayer and the CASINO’S i for 

the others. The depth profile of precursor concentration changes continuously and 

“moves” towards the surface because sputtering is removing the sample material 

(precursor and products) from the surface. The precursor sputtering yield 

decreases, while those of products increase; the total sputtering remains constant 

as far as preferential sputtering of chemical elements or functional groups is not 

considered: dNsp/dF = Y0.                           

 

Figure 6.25 (a): Radiolysis degradation profile as a function of depth and for progressive fluences. 

Maximum degradation occurs at z = 9 nm; maximum penetration: zmax ~ 40 nm.  Each curve 

corresponds to the ejection of 3 x 0.25 x 10
14

 molecules or 3 nm of valine. Sputtering removes 

material from the sample surface with the yield Y0 = 14 molec/impact. Since the origin of depth is 

the beam entrance surface, the degraded material appears to move left, towards the surface. 

From the moment that the material initially at the rear part of the sample 

reaches the surface and starts to be sputtered, the precursor concentration along 

the sample stabilizes in a sigmoid profile (red dash line in Fig. 6.25 (a)). The 

transient regime has been converted into the stationary regime: the sputtering 
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yields of precursor and products become individually constant with fluence [91]. 

The precursor column density, Nsp(F), decreases linearly with fluence because 

both sputtering and radiolysis degradation rates also become constant. It can be 

demonstrated that the sputtering yield of precursor molecules, which is Y0 at the 

beginning of irradiation, decreases and in the stationary regime levels off at:  

𝑑𝑁𝑠𝑝
𝑠𝑡(𝐹)

𝑑𝐹
=  − 𝑌0 𝑒

−(
𝐸0

𝐷0𝑌0
)
 

(6.6a) 

Eq. (6.6a) predicts that, for high fluences, exp(-E0/(D0Y0)) is the survival 

probability for a precursor molecule, leaving the rear region, reach the sample 

surface. This probability is high under one or both conditions: i) the molecular 

radioresistance is high (low d or high D0) and ii) Y0 is high and the molecule 

traverses “quickly” the region damaged by the beam. The assumption that the total 

sputtering yield is always equal to Y0 implies that the radiolysis rate must be  

𝑑𝑁𝑟𝑑
𝑠𝑡(𝐹)

𝑑𝐹
=  − 𝑌0 [1 −  𝑒

−(
𝐸0

𝐷0𝑌0
)
] 

(6.6b) 

  Fig. 6.26 illustrates the predicted N(F) behavior when radiolysis and 

sputtering occur simultaneously in a thick valine sample. 

 

Figure 6.25 (b): Same data as (a), but integrated along the sample depth. The transient regime is 

the one usually analyzed by researchers. The stationary regime starts when the interface region of 

the irradiated sample begins to be sputtered and finishes when the beam reaches the end of the 

sample. 
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6.4 

Data comparison and applications 

Physicochemical phenomena require energy to occur, then it is natural to link 

the material degradation with the beam stopping power (of course, non-linear 

effects may be involved, but in general they may be treated as second order or, at 

least, require clear experimental evidence to be considered as first order). Table 

6.8 summarizes the experimental results presented in chapter 4. Several distinct 

projectiles were employed to probe the three selected amino acids, and to obtain 

their respective apparent destruction cross sections. In turn, Table 6.9 presents 

literature data of amino acids and the nucleobase adenine processed by MeV and 

keV ions, and keV electrons. 

The MeV ionic projectiles traverse throughout thin samples (beam range >> 

sample thickness), while keV electron projectiles are usually stopped even in 

relatively thin targets. Se values for ion projectiles are obtained by the codes 

TRIM and CasP [73, 77] – the latter was only employed for Se calculation of 

multi-charged beams.  

The Joy-Luo expression [62], Eq. (6.7), was used to predict the stopping 

power behavior of non-relativistic electrons impinging on valine, Fig. 6.26 (a). 

𝑆𝑒 =  −785 
𝜌𝑍

𝐸𝐴
𝑙𝑛 [

1.166 (𝐸 + 𝑘J)

J
]   𝑒𝑉/Å (6.7) 

where ρ, Z and A are the material density, atomic number and atomic weight, 

respectively. E is the electron beam energy, J is the mean ionization potential in 

eV, and k a constant that depends on the material characteristics. Since the 

predictions of Bethe are not suitable for low energy projectiles, Joy & Luo (1989) 

[62] have proposed this expression adding the kJ term on Bethe’s original 

stopping power equation [78], which improves the agreement with experimental 

data. For valine: ρ = 1.32 g/cm
3
, Z/A ~ 0.79, J = 67.8 eV according to Bragg’s 

additivity rule, and predictions for several k are shown in Fig. 6.26 (a), k = 0.6 

being the chosen value for the obtained stopping power and range information on 

Table 6.8.  
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 Instead of using the Se values for specific energies predicted by Joy-Luo, 

the average stopping power, <Se>, is considered to take into account the projectile 

slowing down in the sample. The average stopping power is calculated by Eq. 

(6.7), where E0 is the incident electron energy, Emin ≈ 50 eV is the projectile 

energy threshold, below which the induced molecular excitations are extremely 

weak [92], and R is the range reached by the projectiles according to Joy-Luo 

predictions shown in Fig. 6.26 (b): 𝑅 =  ∫
𝑑𝐸

𝑆𝑒

𝐸𝑚𝑖𝑛

𝐸0
. For instance, electrons with E0 

< 1 keV have ranges R from ~ 1 – 32 nm, which means that ~ 2 – 60 valine 

molecules can be ionized by a single projectile.  

Bethe and Joy-Luo predictions do not give information about the projected 

range (or average penetration depth), Rp. Monte Carlo codes like CASINO or 

ESTAR are the right options in this case; the detour factor, Rp/R, is always < 1.  

< 𝑆𝑒 > =  
𝐸0 − 𝐸𝑚𝑖𝑛

𝑅
 (6.8) 

 

Figure 6.26: Electron beam on valine. (a) Stopping power and (b) range dependence on electron 

kinetic energy as predicted by Bethe, and Joy-Luo, for five k values.    

Table 6.8: Apparent destruction cross section results of amino acids bombarded 

by MeV ions and keV electrons.  

Projectile 
Energy 

(MeV) 
Sample 

T 

(K) 

Sample 

Thickness 

(nm) 

Beam 

 Range 

(nm) 

<Se> 

(keV µm
-1

) 

σd
ap 

(10
-16

 cm
2
) 

H
+
 1.8 

α-Glycine
1 

300 196 41300 27 26 ± 15 

He
+
 1.5 300 190 5210 285 250 ± 80 

N
+
 1.5 300 214 2260 1098 790 ± 200 

H
+
 1.5 D-valine

2 
300 2400 34900 26.7 26 ± 16 
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He
+
 1.5 300 960 5790 251.7 540 ± 210 

N
+
 1.5 300 230 2440 998 1100 ± 400 

N
+ 

1.5 300 230 2440 998 1300 ± 100 

N
2+

 1.5 300 618 1900 1134
**

 1000 ± 70 

N2
+
 0.75 300 674 953 1020

***
 2500 ± 400 

N2
+
 0.75 300 643 953 1020

***
 1500 ± 400 

S
15+ 

230 300 580 97320 1690 3400 ± 400 

N
+ 

1.5 

L-valine 

300 25 2440 998 1700 ± 500 

N
+ 

1.5 300 25 2440 998 1400 ± 800 

N
+ 

1.5 300 27.5 2440 998 1700 ± 500 

N
+ 

1.5 300 44.2 2440 998 1000 ± 600 

N
+ 

1.5 300 64.9 2440 998 600 ± 60 

N
2+

 1.5 300 25 1900 1134
**

 2300 ± 600 

N
2+

 6.0 300 25 8300 1046
**

 1500 ± 740 

N
3+

 1.5 300 25 1600 1350 6400 ± 100 

H
+
 0.5 

Phenylalanine
3
 

300 241 6760 50.4 95 ± 15 

H
+
 2.0 300 346 59300 20.4 30 ± 4 

H
+
 2.0 300 241 59300 20.4 31 ± 5 

He
+ 

2.0 300 346 8480 204 306 ± 72 

N
+
 0.5 300 346 1210 544 754 ± 15 

N
+
 2.0 300 346 2980 1082 1380 ± 38 

e
-
 

0.001
*
 

L-valine
4
 

300 50 31.9 29.8 0.77 ± 0.02 

0.001 300 50 31.9 29.8 0.6 ± 0.06 

0.0001 

300 19.4 1.59 31.4 9.4 ± 0.6 

300 39.2 1.59 31.4 2.2 ± 0.2 

300 63.4 1.59 31.4 1.4 ± 0.5 

300 85.7 1.59 31.4 0.42 ± 0.01 

0.001 

300 16.5 31.9 29.8 110 ± 10 

300 40.5 31.9 29.8 72 ± 5 

300 42 31.9 29.8 110 ± 10 

300 56 31.9 29.8 60 ± 4 

300 60.6 31.9 29.8 61 ± 4 

300 100.6 31.9 29.8 22 ± 2 

300 209.1 31.9 29.8 12 ± 1 

0.0001 300 55 1.59 31.4 1.4 ± 0.4 

0.0005 300 55 10.7 42.1 28 ± 1 

0.00075 300 55 19.5 35.9 40 ± 1 

0.00006 300 18 1.05 9.5 0.31 ± 0.01 

0.00006 300 18 1.05 9.5 0.08 ± 0.04 

0.0001 300 18 1.59 31.4 7.1 ± 0.2 

0.001 300 18 31.9 29.8 120 ± 20 

0.001 300 60 31.9 29.8 94 ± 86 

0.001 150 60 31.9 29.8 17 ± 8 

0.001 80 60 31.9 29.8 50 ± 24 

0.001 10 60 31.9 29.8 14 ± 6 

0.001 300 209 31.9 29.8 11 ± 1 

0.001 300 206
a
 31.9 29.8 10 ± 2 

0.001 300 221 31.9 29.8 9.5 ± 0.5 

0.001 300 164
a
 31.9 29.8 14 ± 2 

0.002 300 665 68.6 28.4 0.18 ± 0.02 

0.002 300 289a 68.6 28.4 0.032 ± 0.01 

0.001 α-Glycine
1
 300 150 28.8 35 2.7 ± 0.2 
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*
i = 1.5 µA; 

a
 annealed sample; 

1
da Costa et al. (2021) [54]; 

2
 da Costa et al. (2020) [61]; 

3
Mejía et 

al. (2021) [51]; 
4
 da Costa et al. (2021b) [63] 

**
Calculated with CasP [77]. 

***
Assuming that N2

+
 = 1.07 x 2 N

+
; with Se(0.375 MeV N

+
) = 476 keV µm

-1
. The vicinage effect 

should occur only in the first layers [93, 94].  

Figure 6.27 displays the destruction cross sections presented in Tables 6.8 

and 6.9 as a function of their respective average stopping powers. Data from ionic 

projectiles lay around the dashed line representing the proportionality between σ 

and Se, while the great majority of experiments performed with electron beams 

provide cross sections lower than predicted by σ = a Se.  

 

Figure 6.27: Apparent destruction cross section dependence on the average stopping power of 

electron and ion beams bombarding the amino acids glycine, valine and phenylalanine (this work), 

and similar organic samples (literature); see Tables 6.8 and 6.9, respectively. 

As discussed in section 6.3, the effective destruction cross section of 

electrons bombarding amino acids depends on sample characteristics (such as its 

thickness and probably the sample preparation mode). Analyzing the experimental 

points distribution in Fig. 6.27, it is tempting to associate the absence of data 

below <Se> ~ 10 keV m
-1

 to a threshold stopping power, Se
th

. The molecular 

volume Vm for Gly, Val and Phe are presented in Table 6.5; σm = Vm
2/3

 is the area 

of the respective molecule in cm
2
. Thus, according to Eq. (6.2), Se

th
 = (1/a) σm; in 

words, Se
th

 is the minimum stopping power value necessary to degrade, 

statistically, a molecular column of  one length unit. Parameters for the three 

amino acids are presented in Table 6.10. 
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Table 6.9:  Literature data of different ionizing sources degrading amino acids 

and the nucleobase adenine. 

Ionizing source Sample 
T 

(K) 

Sample 

Thickness 

(nm) 

<Se> 

(keV µm
-1

) 

σd
ap 

(10
-16

 cm
2
) 

Reference 

2 keV e
- 

Glycine 

20 85 

22 

9.7 ± 1 

Maté et al. 

(2015) [25] 

40 80 8.2 ± 1 

90 35 9.5 ± 1 

90 90 8.7 ± 1 

300 90 17.6 ± 1 

2 keV e
-
 Glycine 

14 800 
22 

1.8 ± 0.2 Pilling et al. 

(2014) [24] 300 3500 0.35 ± 0.07 

1 keV e
-
 Glycine 

40 

160 35 

0.074 ± 0.004 Souza-Corrêa 

et al. (2019) 

[26] 

80 0.072 ± 0.004 

300 1.4 ± 0.02 

3 keV He
+
 Glycine 300 1600 24 0.82 ± 0.2 

Deduced from 

Foti et al. 

(1991) [29] 

0.8 MeV H
+
 

Glycine 

15 

500 – 2000 

44.4 22 ± 2 

Gerakines et al. 

(2012) [16]  

100 44.4 12 ± 1 

140 44.4 12 ± 2 

Alanine 

15 40.8 33 ± 1 

100 40.8 19 ± 1 

140 40.8 21 ± 2 

Phenylalanine 

15 37.3 28 ± 3 

100 37.3 15 ± 3 

140 37.3 36 ± 2 

1 MeV H
+
 Glycine 300 500 38.5 37 ± 26 

Deduced from 

Pilling et al. 

(2013) [17] 

46 MeV Ni
11+

 Glycine 
14 1700 5270 (24 ± 4)x10

3 
Portugal et al. 

(2014) [18] 300 500 5270 (3.4 ± 1.8)x10
3
 

5 keV e
-
 Adenine 11  3.62 1.1 ± 0.3 

Evans et al. 

(2011) [27] 

90 MeV I14+ Valine 300  10400 (6.8 ± 1.8)x103 
Salehpour et al. 

(1984) [15] 

92 MeV Xe23+ Adenine 13 290 11200 (14 ± 1) x 103 

Vignoli Muniz 

et al. (2017) 

[19] 

Table 6.10: Glycine, valine and phenylalanine respective minimum area, σm, 

inverse of the deposited energy density, a, the apparent deposited dose, D0
ap

, and 

threshold stopping power, Se
th

.    

Material 
σm  

(10
-14

 cm
2
) 

a  

(10
-20

 cm
3
 keV

-1
) 

D0
ap 

(eV molec
-1

) 

Se
th

  

(keV µm
-1

) 

Glycine 0.18 0.8 10 ± 4.5 22.5 

Valine 0.29 1.0 16 ± 2.0 29.0 

Phenylalanine 0.35 1.5 14.3 ± 2.2 23.3 
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According to Fig. 6.26 (a), the valine Se
th

 corresponds to electrons with a 

threshold collision energy Eth ~ 700 eV (Observation: 23 eV electrons have also 

the same stopping power value, but they are not taken into account since their 

energy is below Emin). This means that, in average, projectiles with E0 > Eth have 

stopping power < Se
th

 and need to collide a certain number of times to lose energy 

and reach the energy range where degradation becomes significant. In summary, 

for E0 < Emin, the electron destruction cross sections are negligible, and for E0 > 

Eth, the sample surface is less destroyed than the bulk.  

For both glycine and valine, their maximum Se correspond to the 30 – 100 

eV energy range, reason why <Se> is greater than Se: <Se>/Se = 35/26 ~ 1.3 and 

29.8/23.6 ~ 1.3 for 1.0 keV electrons on glycine and valine, respectively (see Figs. 

6.22 and 6.26 (a)). The deposited energy predicted by CASINO reproduces this 

behavior. Figure 6.28 (a) illustrates the energy distribution by depth of a 1.0 keV 

electron beam impinging on a 40 nm valine film. The sample is divided in 40 

layers of 1 nm each. The beam crosses the first layers causing moderate damage, 

but its higher degradation rate occurs around z = 9 nm deep. This happens not 

only because this region is the one having the highest stopping power values, but 

also because of the high electron fluxes, as shown in the region between dashed 

bars in Fig. 6.28 (b) for a narrow beam. Electrons are repeatedly scattered in this 

region, which means that they may cross the same layer several times. 

 

Figure 6.28: CASINO outputs. (a) cathodoluminescence dependence on depth of a valine film 

bombarded by 1 keV electrons. (b) Electron trajectories inside the sample; high energy: yellow, 

a) b) 
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low energy: blue; red lines refer to backscattered electrons. Green dashed lines highlight the 

central region, the one most destroyed by the beam. 

Astrophysical implications 

The finding that σd
ap

 varies linearly with Se means that the amino acids 

damage is proportional to the deposited dose. This relationship can be used to 

predict destruction cross sections, if flux distributions are known (stopping power 

predictions are reliable within 5 -10 %). In particular, it is possible to calculate 

half-lives of organic materials exposed to cosmic irradiation. Equation 6.9 writes 

the partial destruction rate for each cosmic ray species j: 

𝑅𝑗 =  ∫
𝑑Φ

𝑑𝐸
(𝐸)𝜎𝑑,𝑗

𝑎𝑝(𝐸)𝑑𝐸

∞

0

 (6.9) 

where E is the projectile kinetic energy, Φ𝑗(𝐸) its flux density, and 𝜎𝑑,𝑗
𝑎𝑝(𝐸) its 

apparent destruction cross section. Equation 6.10 is the analytical expression for 

the GCR (galactic cosmic rays) flux densities [95]. 

𝑑Φ𝑗

𝑑𝐸𝑚

(𝐸𝑚) =  𝐶𝑗

𝐸𝑚
0.3

(𝐸𝑚 + 𝐸0)3
 

(6.10) 

where Em = E/m is the GCR energy per nucleon, E0 is a constant parameter with 

maximum distribution between 200 and 600 MeV u
-1

, we have adopted it to be 

400 MeV u
-1

. Cj is a coefficient that depends on the j
th

 GCR constituent 

abundance; the Cj coefficients are obtained from experimental data – as the GCR 

relative abundances [96] and absolute flux densities are known, Webber and 

Yushak (1993) [97] suggest that for Cj=H = 9.42 x 10
4
 ions cm

-2
s

-1
sr

-1
(MeV u

-1
)
1.7

. 

For the current calculations, we have considered abundances and fluxes 

presented in table 1 and fig. 2 of Shen et al. (2004) [95]; the fluxes are multiplied 

by 2π sr, considering an isotropic GCR incidence on a spot located in a flat 

surface. This is an estimate for a material laying over a large body; in case of 

small grains where radiation from all directions could reach the material, the 

fluxes should be multiplied by 4π sr.  

Amino acids half-lives in the ISM 
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For the main elemental constituents of GCR, the flux density dependence 

on E/m (Eq. (6.9)) is presented in Fig. 6.29 (a). The valine destruction rate 

dependence on projectile energy is shown in Figs. 6.29 (b) and the phenylalanine 

destruction rate dependence on E/m in 6.29 (c). For Val, H and He ions are 

responsible to the highest destruction rates at low GCR energies, while Fe ions 

dominate the molecular dissociation at high energies. For Phe, protons have the 

highest destruction rates for all energies, while He and Fe are the second most 

destructive projectiles for low and high energies, respectively. 

The integral in Eq. (6.9) was performed from E/m = 10 keV/u up to 10 

GeV/u. From the relative abundances reported [97], the Cj values integrated over 

2π sr are determined for the main GCR species; a second integration, over the 

energies per nucleon, defines the absolute fluxes Φj (see Table 6.11). Table 6.11 

also displays the partial and total destruction rates and half-lives for pure valine 

and phenylalanine samples.  

Figure 6.29: (a) Shen et al. (2004) [95] predictions for galactic cosmic ray flux densities. 

a) b) 

c) 
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Destruction rate dependence on cosmic ray energies for the amino acids (b) valine [61] and (c) 

phenylalanine [51]. 

Table 6.11: Galactic cosmic ray j, its abundance, the Cj flux parameter, and the 

respective destruction rates, Rj, and half-lives, τ1/2, of valine and phenylalanine. 

j 

GCR 

relative 

abundance
1 

2π Cj 

(10
3

 ions cm
-2

  

s
-1

 (MeV/u)
1.7

) 

GCR Φj 

(ions cm
-2

 s
-1

) 

Rj 

(10
-16

 s
-1

) 

τ1/2 = 

ln(2)/Rj 

(Ma) 

    Val
2 

Phe
3 

Val
2 

Phe
3
 

H 1.0 x 10
6 

592 3.0 7.1 10.2 31 21.4 

He 6.9 x 10
4 

41 0.55 7.5 2.83 29 77.5 

C 3000 1.9 0.011 8.8 1.13 25 194 

O 3720 2.2 0.011 28 2.31 7.9 95.4 

Ne - 0.44 - 12 0.709 18 309 

Fe 713 0.42 0.0016 170 4.11 1.2 53 

Total    230 2.13 0.94 10.3 
1 
Shen et al. (2004) [95]; 

2 
da Costa et al. (2020) [61]; 

3
 Mejía et al. (2021) [51]. 

Gerakines et al. (2012) [16] predicted a half-life of 14 million years for 

phenylalanine degraded at cryogenic temperatures in the dense ISM, while we 

have found ~ 10 million years for Phe at 300 K. This difference is mainly due to 

the material radioresistance dependence on temperature; see Fig. 10 of Mejía et al. 

(2021) [51]. Gerakines et al. (2012) [16] also estimated half-lives of glycine, 

alanine, and distinct mixtures of these amino acids with water ice; they have 

reported that half-lives are in the 11 – 19 Ma range. Vignoli Muniz et al. (2017) 

[19] have also found 10 Ma as the half-life of adenine, indicating that organic 

materials having similar atomic constitution behave analogously when exposed to 

GCR. 

Amino acids half-lives in the SS 

Figure 6.30 presents the dissociation rate distribution of glycine by solar 

cosmic rays as a function of the projectile energy per nucleon; data are based on  

d
2
Φ/(dΩdE) experimental data relative to the orbit of Earth [98]. The ionic 

projectiles and their respective energy ranges considered to obtain dΦj/dΩ and Rj 

are shown in Table 6.12. The presented Φj flux values (e.g., Bennett et al. (2013) 

[99]) are similar to the obtained dΦj/dΩ, so we have adopted Ω ~ 1 sr in the 

dissociation rate calculations. Notice that, for ionic projectiles:   
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i) All over the energy range, H and He projectiles induce the highest glycine 

dissociation rates in the Solar System.  

ii) At energy ~ 1 keV/u, dissociation rates induced by all elemental projectiles 

have their maximum values (solar wind with velocity of ~ 440 km s
-1

). 

iii) If the linear relationship for σd
ap

 also holds for the nuclear stopping power, Sn, 

the ion – nucleus contribution to molecular damage becomes non-negligible 

for O ions with energies below 2 keV/u, where the dissociation rate doubles. 

For Fe ions the dissociation rates increase a factor 5.8. Dotted lines in Fig. 

6.30 represent the dependence on total stopping power contribution (Se + Sn). 

 

Figure 6.30: Glycine Destruction rate for solar ionic cosmic-ray species. Estimates from the 

relationship σd
ap

 = a S and dΦ/dE are based on Mewaldt et al. (2001) [98] data; contribution due to 

Se (solid lines) and to Se + Sn (dotted lines) are represented. 

 

Figure 6.31: Electronic stopping power of H
+
, He

+
 and N

+
 beams in glycine as a function of the 

projectile energy.  
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 Figure 6.32 (a) shows the electrons solar wind density flux (e.g. Wang et al. 

(2012) [100]). Black squares are experimental data fitted with a kT = 10.1 eV Maxwellian 

distribution plus a decaying power function for high energies. The highest flux occur for 

E ~ 10 eV. Since the maximum stopping power for electrons on glycine occurs at 60 eV 

(Fig. 6.22), and considering that σd
ap

 ≤ a Se holds for electron beams, then the maximum 

of the dissociation rate should be between 10 and 60 eV as presented in Fig. 6.32 (b).  

 

Figure 6.32: (a) Flux density of electrons constituent of the solar wind plasma, measured at 1 au 

from the Sun; kT = 10.1 eV Maxwellian distribution represented by the dashed line. High energy 

slope component E
-2.3

 included at the end of solid line (Data from Lin et al (1972) [101]).                  

(b) Glycine destruction rate dependence on energy of electrons at 1 au from the Sun: maximum 

value at region 25 – 100 eV. 

Considering solar wind’s most abundant projectiles and their respective 

fluxes, Table 6.12 displays the Rj and τ1/2 estimates for glycine at one 

astronomical unit of distance from the Sun. Concerning solar electrons, the half-

life of glycine is about 4 days, with < 60 eV electrons being the main elements 

responsible for such quick destruction. This value should also be considered as an 

inferior limit, since experimental electron apparent destruction cross sections 

appear below the σd
ap

 = a Se curve. 

 

 

 

 

DBD
PUC-Rio - Certificação Digital Nº 1712624/CA



                                                                                                                       143 

 

 

Table 6.12: Solar wind species j, its energy, flux density and experimental flux, 

and the destruction rate and half-life results for glycine at 1 au from the Sun. 

j 
Energy 

(keV) 

dΦj/dΩ
*
 

(10
7
 cm

-2
 s

-1
 sr

-1
) 

Φj
**

 

(10
7
 cm

-2
 s

-1
) 

Rj 

(10
-6

 s
-1

) 

τ1/2 

(D) 

e
-
 < 0.060 19 50 1.3 6.2 

 0.06 – 0.10 1.1 2.1 0.43 19 

 0.10 – 1.0 0.52 0.50 0.18 45 

Total e
-  22 52 1.9 4.2 

H 0.1 - 10 28 50 Se 0.69 36 

He 0.4 – 40  5.4 2.0 Se 0.22 36 

O 1.6 – 160  0.013 0.016 
Se 0.012 

Se + Sn 0.024 

670 

330 

Fe 5.6 – 560  0.0047 0.0093 
Se 7.4 x 10

-4 

Se + Sn 4.3 x 10
-3

 

11000 

1900 

Total    2.8 2.8 
*
 Fitting of data from Mewaldt et al. (2001) [98]; 

**
 Bennett et al. (2013) [99]. 

This prediction of glycine half-life in the Solar System is by far smaller than the 

values found by Pilling et al. (2014) [24] and Maté et al. (2015) [25]; they 

reported values between 8 – 10
4
 million years, though for more distant locations 

(Mars and Titan). Even considering that cross sections change by at least a factor 

2 when temperatures decrease, probably the huge difference between results lays 

on the fact that we are considering overestimated σd
ap

 values. Consequently, ~ 60 

eV electrons swiftly destroy glycine because of their combined high flux and high 

destruction cross section. 
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7 

Conclusions 

 

 This chapter summarizes the main conclusions drawn during the current 

work and opens perspectives for the continuity of this research line. They concern 

the study of: i) amino acid band strength - measurements and dependence on 

temperature; ii) radiolysis and sputtering - measurements and dependence on 

diverse projectiles as well as sample characteristics; and iii) half-life estimates for 

amino acids in the Interstellar Medium and in the Solar System. 

7.1 

Characterization of amino acids 

 Regarding A-value measurements for valine and phenylalanine selected 

bands, conclusions are: 

i) Combination of infrared spectroscopy and profilometry is an adequate 

and accurate tool for A-value determination. Requirements are: sample 

not too thick for avoiding saturation of absorbance and sample not too 

thin for length determination. 

ii) Valine relative A-values, with respect to its 948 cm
-1

 band,  increase 

with the increasing beam fluence (see Table 6.3);  this is an evidence 

that irradiation changes crystallographic properties of samples.  

iii) Commercial ZnSe windows are excellent substrates for FTIR 

measurements: they have polished surfaces (appropriate to 

profilometry), are not hygroscopic and do not have characteristic peaks 

for most part of the mid-IR region. They block IR radiation from ~ 700 

to 400 cm
-1

. 

iv) Amino acid’s film density may change according to the way it is 

prepared. Another analytical method needs to be employed for column 

density measurements.  

About the sample characteristics’ dependence on temperature: 

i) Sublimation rates of thin samples are higher than those of thick ones. 

We attribute this to their distinct morphology. 
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ii) The average sublimation rates increase parabolically with temperature, 

Fig. 7.1. 

 

Figure 7.1:  Valine sublimation rate dependence on oven temperature at atmospheric pressure. 

iii) Absorbance band widths at 300 K are twice those at 40 K. We attribute 

this to Doppler effect. 

iv) Av increases with the increase of temperature. For instance, Av of valine 

band 1408-1380 cm
-1

 increases from 2% to 45% (Fig. 6.7) when the 

sample temperature goes from 10 – 150 and 150 – 300 K, respectively;  

v) No phase transition on the temperature excursion 300 → 40 → 400 → 

40 → 300 K has been observed. Peak form and position are restored. 

7.2 

Radiolysis, sputtering and half-life predictions 

 Glycine, valine and phenylalanine were irradiated by MeV ion and keV 

electron beams for distinct conditions: different beam energies, projectile species 

and charges, sample temperatures and thicknesses. FTIR spectroscopy analysis 

provides the following conclusions: 

i) Changing projectile species has no effect on the sample chemical 

modification, with exception of their destruction absolute cross 

sections that depend on the deposited dose. 

ii) Radiolysis and sputtering are the phenomena responsible for the amino 

acids degradation - with the main reactions being decarboxylation and 

deamination [16, 33, 102]. Column densities decrease exponentially as 

a function of beam fluence. FTIR technique is not able to discriminate 
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the effects of the two processes, yielding a single quantity that 

represents the sum of them, σd
ap

 = σd + Y0/N0. 

iii) For MeV ion beams, it turns out that σd
ap

 is approximately proportional 

to the electronic stopping power and, consequently, to the absorbed 

dose. This relationship holds not only for various amino acids, but also 

for similar organic materials such as adenine (e.g., [16, 19]). It is 

known, however, that σd
ap

 = aSe
n
 with n = 1.0 is not valid for 

condensed gases, where values lay in-between 1.3 ≤ n ≤ 1.5 [103, 104, 

60]; 

iv) The apparent critical dose, D0
ap

, has been determined to be 10, 16, and 

14.3 eV per molecule (at room temperature) for glycine, valine and 

phenylalanine, respectively. These data are in agreement with Maté et 

al. who  measured, for 2 keV electrons on Glycine, D0
ap

 ~ 13 

eV/molec at cryogenic temperatures and ~ 7 eV/molec at room 

temperature.      

v) The relationship σd
ap

 = a Se seems to be overestimated for keV electron 

data, so that σd
ap

 should be taken as an upper limit. Dependence on 

preparation and thickness of the sample should be investigated. 

vi) While results reported for MeV ion beams show that σd
ap

 increases by 

a factor ~ 2 – 7 when the sample temperature decreases [16, 18], 

literature data of keV electron beams bombarding thin glycine reveal 

an opposite trend: σd
ap

 decreases by a factor 2 to 20 for samples at 

lower temperatures [25, 26]. Why this is so is under debate; probably 

the reason is due to the very different trajectory pattern between ion 

and electron projectiles inside solids. The current results of valine 

degradation by keV electrons agree with the literature, since we have 

found that cross sections at 10 K are 5 times smaller than the ones at 

room temperature; 

vii) Experimental σd
eff

 values of keV electrons increase when the beam 

energy increases (at least in the range 60 – 1000 eV), because the 

number of molecules that can be processed in the sample increases 

with the beam energy. This is a result is an apparent contradiction with 

the Bethe and Joy-Luo predictions; however, they have calculated 

cross sections for binary collisions at specific energies, which is not 
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the case for the presented data where the beam deposits all its energy 

inside the target.  

viii) The obtained destruction cross sections of keV electrons decrease with 

the increase of sample thicknesses. This might be one of the reasons 

why pertinent data on literature are so disperse.  

ix) Barnett et al. (2012) [21] concluded that CASINO underestimates the 

damage of keV electrons on pyrene. We have also observed that valine 

samples with thicknesses greater than the zmax predicted by CASINO 

were completely destroyed, which is an indication that, besides 

radiolysis, keV electrons also cause sputtering. 

x) For five valine samples with different thicknesses, the sputtering yield, 

Y0, for the beam 1.5 MeV N
+
 is estimated to be around 1300 ± 700 

molecules per impact, while the absolute destruction cross section, σd, 

is predicted to be (7.0 ± 3) x 10
-14

 cm
2
 (see Fig. 6.19). 

xi) Preliminary results with multi-charged beams show that experimental 

data do not agree qualitatively with σd
ap

 predictions based on Joy-Luo 

or CasP calculations. The finding that σd
ap

 ~ q
4
 indicates that for 

charge states q > 2 sputtering damaging effects dominate over the 

radiolysis ones and yields Y0 ~ 100 precursors per impact for 1.5 MeV 

N
+ 

beam. This yield is one order of magnitude lower than the one 

estimated from varying sample thicknesses. 

xii) If the incident projectile charge is different from the equilibrium 

charge, multi-charged beam analysis predicts that radiolysis damage 

rate varies in the bulk along the characteristic relaxation length λq.   

xiii) Since measurements were performed with thick targets, molecular 

beam data results are inconclusive (remember that after a few layers 

inside the material, the projectile N2
+
 breaks apart and causes the same 

effects of two N
+
 projectiles). 

xiv) The predicted half-lives for valine and phenylalanine in the ISM are 1 

and 10 million years, respectively. Gerakines et al. (2012) [16] and 

Vignoli Muniz et al. (2017) [19] found results similar to the latter 

(both at low temperatures: 14 million years for Phe and 10 million 

years for adenine, respectively). This difference of one order of 

magnitude points towards a mistake in the valine calculations. 
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xv) Considering the σd
ap

 upper limit for energetic electrons, glycine located 

at one astronomical unit from the Sun has a predicted half-life of at 

least 2.8 days. 

xvi) The two conclusions above refer to half-lives calculated for pure 

samples, though it is possible to estimate values for real cases given 

the composition of the mixed material. For instance, CASINO predicts 

that on a sample constituted by a SiO2 substrate with a 40 nm mixture 

of ice H2O:Val (100:1), and covered by 15 nm of icy CO2, only 2.3% 

of the energy of a 2 keV electron beam goes to the destruction of 

valine. 

xvii) D0 calculated doses are much higher than lethal radiotherapy doses, 

around 10 MGy and 10 – 100 Gy, respectively. However, it is 

important to keep in mind that the latter is the quantity necessary to 

stop biological functions by destroying small fractions of DNA, while 

the former represents the value needed to degrade about 63% of 

precursor molecules. 

xviii) Main exogenesis models on the origins of life propose that prebiotic 

molecules, formed in the interstellar medium, have been transported to 

Earth. To calculate the survival probability for this long journey, 

dissociation rates need to be known, which in turn requires the 

knowledge of destruction cross sections relative to all ionizing 

radiation, covering a large energy range, and at different environment 

temperatures. Results obtained in the current work contribute to this 

huge database and to set-up algorithms for modelling. 

7.3 

Perspectives 

For the continuity of this research line, it is necessary to carry up new 

experiments and calculations, in particular: 

i) To improve and repeat measurements with multi-charged beams. 

ii) To employ other techniques to measure directly sputtering yields 

(RBS combined with FTIR, for instance). 

iii) To increase the complexity of the analyzed materials (peptides, 

sugars, PAHs, nitrogenous bases, DNA etc…). 
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iv) To keep improving the CASINO-extended model in order to better 

describe contributions of sputtering and sample temperature. 

v) To consider other approaches for electron transport modeling, 

PENELOPE for instance [105]. 

vi) To evaluate the possible contributions to clarify Salam’s 

transitions. 
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