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Resumo 

Achanccaray Diaz, Pedro Marco; Feitosa, Raul Queiroz. Uma avaliação de 

Métodos de Segmentação para Aplicações em Sensoriamento Remoto. 

Rio de Janeiro, 2014. 84p. Dissertação de Mestrado - Departamento de 

Engenharia Elétrica, Pontifícia Universidade Católica do Rio de Janeiro. 

Esta dissertação tem como objetivo avaliar algoritmos de segmentação para 

imagens de sensoriamento remoto. Quatro algoritmos de segmentação foram 

considerados neste estudo. Esses algoritmos têm abordagens diferentes tais como 

baseado em agrupamento, em crescimento de regiões, em modelos bayesianos e 

em grafos. Como cada algoritmo tem os seus próprios parâmetros, o processo de 

encontrar seus parâmetros ótimos foi feito usando um algoritmo de otimização, 

Nelder - Mead. O algoritmo Nelder - Mead procura os melhores parâmetros para 

cada algoritmo de segmentação, isto é, os parâmetros que proporcionam os 

resultados mais exatos com respeito a uma referência dada. A função objetivo foi 

definida a partir de sete métricas diferentes. Eles avaliam qualitativamente o 

resultado da segmentação baseadas na sua referência. Os experimentos foram 

realizados ao longo de três imagens de sensoriamento remoto de diferentes 

localidades do Brasil. Isso envolveu um total de 84 experimentos. Os resultados 

mostraram que as abordagens baseadas em grafos produzem os melhores 

resultados baseados em todas as métricas. As abordagens baseadas no crescimento 

de regiões e agrupamento apresentaram-se como boas opções para imagens de 

sensoriamento remoto. 

Palavras-chave 

Segmentação; Sensoriamento Remoto; Sintonização de Parâmetros. 
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Abstract 

Achanccaray Diaz, Pedro Marco; Feitosa, Raul Queiroz (Advisor). A 

Comparison of Segmentation Algorithms for Remote Sensing. Rio de 

Janeiro, 2014. 84p. Master Dissertation - Departamento de Engenharia 

Elétrica, Pontifícia Universidade Católica do Rio de Janeiro. 

This dissertation aims to evaluate segmentation algorithms for remote 

sensing images. Four segmentation algorithms were considered in this study. 

These algorithms have different approaches such as clustering-based, region 

growing-based, bayesian-based and graph-based. As each algorithm has its own 

parameters, the process to find their optimum values was done using an 

optimization algorithm, Nelder – Mead. Nelder – Mead algorithm looks for the 

best parameters for each segmentation algorithm, i.e. the parameters that provide 

the most accurate results with respect to a given reference. The objective function 

was defined by seven different metrics. These metrics assess qualitatively the 

segmentation result based on its reference. The experiments were performed over 

three remote sensing images from different locations of Brazil. A total of 84 

experiments have been performed. The results have shown that graph-based 

approaches produce the best results based on each metric. The region growing- 

and clustering-based approaches have shown to be good alternatives for remote 

sensing images. 

Keywords 

Segmentation; Remote Sensing; Parameter Tuning 
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