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Abstract

Calliari, F.; Amaral, G. C. (Advisor); Lunglmayr, M. (Co-Advisor).
High-Resolution OTDR with Embedded Precise Fault Anal-
ysis. Rio de Janeiro, 2021. 123p. Tese de Doutorado – Departamento
de Engenharia Elétrica, Pontifícia Universidade Católica do Rio de
Janeiro.

Optical fibers are susceptible to mechanical stress and may be damaged
or broken, thus physical layer supervision is essential to identify these failures
and remediate them as quickly as possible. In order to hasten and simplify
the scheduling process of the in-field repairing units, an automated fiber
measurement system based on a digital signal processing (DSP) unit capable
of autonomously identifying fault positions was developed. By combining this
DSP unit with a Tunable Photon-Counting OTDR, it is possible to create such
a device. This work presents the development of the building blocks for such
device.

Keywords
FPGA; Linearized Bregman Iterations; Optical Communications; Optical

Fiber Monitoring; Optical Time Domain Reflectometry; Optoelectronics.
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Resumo

Calliari, F.; Amaral, G. C.; Lunglmayr, M.. OTDR de alta-
resolução com análise precisa de falhas integrada. Rio
de Janeiro, 2021. 123p. Tese de Doutorado – Departamento de
Engenharia Elétrica, Pontifícia Universidade Católica do Rio de
Janeiro.

As fibras ópticas são suscetíveis ao estresse mecânico e podem ser
danificadas ou quebradas, portanto, a supervisão da camada física é essencial
para identificar essas falhas e remediá-las o mais rápido possível. Com o objetivo
de agilizar e simplificar o processo de agendamento de unidades de reparo em
campo, foi desenvolvido um sistema automatizado de medição de fibras baseado
em uma unidade de processamento digital de sinal (DSP) capaz de identificar as
posições das falhas de forma autônoma. Combinando esta unidade de DSP com
um OTDR de contagem de fótons, é possível criar tal dispositivo. Este trabalho
apresenta o desenvolvimento dos blocos de construção para tal dispositivo.

Palavras-chave
FPGA; Linearized Bregman Iterations; Comunicações Ópticas; Moni-

toramento de Fibras Ópticas; Reflectômetro Óptico no Domínio do Tempo;
Optoeletrônica.
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Intelligence is the ability to avoid doing work,
yet getting the work done.

Linus Torvalds.
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1
Introduction

Human beings are social beings by nature and, therefore, have the need
to communicate. Communication can be defined as the process by which
we exchange information, and it is an integral part of our lives [1]. There
are at least four forms of communication: verbal, non-verbal, written and
visual. Among these, the main form of communication is writing, which is
used from ancient times to modern times as the main form of record of
human history and knowledge [1]. Long-distance communications were limited
to mail, carrier pigeon, among others. In ancient times, the forms of long-
distance communication were limited to the post, carrier pigeon, among others.
In the 19th century, however, we saw the beginning of the era of electrical
communications, with the rise of the electric telegraph and, later, the invention
of the telephone. These systems transmitted the information directly through
the communication channel as baseband analog signals. As communication
systems evolved, we started to use larger bands of the electromagnetic spectrum
and, later, modulated signals as a way to increase the capacity to transmit
information. At that time, coaxial cable and microwave systems operated
at bit rates of approximately 100 Mbit/s. Then, around 1950, optical fibers
were suggested as the best solution for data transmission due to its almost
unlimited bandwidth [2,3]. Nevertheless, it was only after the 1980s that optical
communications systems became commercially viable, due to the reduction
of fiber losses and the development of lasers, optical amplifiers and photon
detectors [4–6].

In the early 1990s, with the advent of the internet and its popularization,
telecom companies saw the demand for bandwidth went through the roof. The
main reasons behind this growth are the growing interest of the population
in data exchange and the emergence of new types of services, such as video
streaming. For example, in a report [7] dated from 2020, Netflix and Youtube,
two of the biggest video streaming services, reported they would reduce
streaming quality during one month in Europe to prevent the internet collapsing.
Thus, in the last years, we have seen the massive deployment of optical fibers
promoted by the ever-increasing need for higher data transmission capacity.
Despite great success, optical fibers are susceptible to mechanical stress and,
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Chapter 1. Introduction 17

under certain conditions, can be damaged or broken. For this reason, physical
layer supervision is essential to identify these failures and remediate them as
quickly as possible to ensure the robustness of all layers of the network, as a
failure can cause the interruption of essential services, such as bank, telephone
or internet services links. An example of an “essential service” outage occurred
in 2013, when the Amazon.com’s homepage was down for approximately 45
minutes [8]. Although the cause of this event is unknown, it is estimated that
this interruption cost the company $5 million.

Among optical reflectometry techniques, the Optical Time-Domain
Reflectometry (OTDR) is the most widely used technique for fiber monitoring
due to its long-haul, high-resolution, and tunability monitoring capabilities.
Through the use of an OTDR it is possible to extract information about the
optical link by accessing only one end of the fiber. Thereby a network operator
located at a central transmission station can monitor all the fibers connected
to it and schedule an in-field repairing unit as needed. However, a network
operator might have several thousand optical fibers under his responsibility
[9, 10]. Therefore, an automated fiber measurement system based on a digital
signal processing unit capable of identifying fault positions in a fiber profile could
alleviate their workload and, eventually, hasten and simplify the scheduling
process of the in-field repairing units [11]. As OTDR systems frequently make
use of FPGAs [11–13], an automatic fault detection system could be easily
implemented in an FPGA. Thus, it is of special interest the implementation
of the Linearized Bregman Iterations for Trend Break Detection presented in
[14,15], since it was specially tailored for implementation in an FPGA.

1.1
Outline of the Thesis

This thesis is organized as follows:

– Chapter 1 introduces the problem.

– In Chapter 2, we will introduce important concepts that may be needed
in the later chapters. A brief presentation is made about the history and
some important concepts of optical fibers and optical networks, then some
of the most known fiber monitoring techniques and its characteristcs.
Finally, we will show a brief summary of the Linearized Bregman Iterations
algorithm, and a introduction about FPGA.

– In Chapter 3 we will present the results of a paper about a new acquisition
mode for the High Resolution ν-OTDR. One of the main improvements
is the utilization of sliding detection windows to acquire the fiber profile,
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which improved the measurement time required to obtain a certain
dynamic range.

– Chapter 4 briefly presents the implementation of the Linearized Bregman
Iterations (LBI) tailored for Trend Break Detection (TBD) in an FPGA.
Some considerations are also made about the implementation of the
hardware and control structures, as well as, the resulting maximum
clock frequency and the processing time for some levels of parallelism —
denoted by the number of BRAMs. Finally, we present briefly performance
comparison between the Orthogonal Matching Pursuit (OMP) and the
LBI.

– In Chapter 5 we will present the results of a new methodology, called
profile-splitting, which allows for high-dimensional datasets to be pro-
cessed within reasonable times without the loss of performance. As well
as an analysis of the modulation in λ according to the square root of a
measurement’s estimated SNR which yielded high-quality results.

– Finally, in Chapter 6 we will conclude this thesis with a summary and a
perspective of possible future research.

– Appendix A lists the published papers during the doctorate period.

– Appendix B, Appendix C, and Appendix D present copies of the papers
related to this work.
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2
Theoretical Review

2.1
Fiber Optics

Brief History of Fiber Optics

An optical fiber is a dielectric monofilament structure that carries
electromagnetic energy — in the form of electromagnetic radiation with
frequencies on the order of ∼ 1014 Hz — through its core. Optical fibers,
as we know them today, are made of ultra-pure silica (ultra-pure silicon dioxide
SiO2), a kind of transparent, and flexible glass with a straight section of diameter
in the order of µm. Light is guided inside the fiber through the phenomenon of
total internal reflection which is a consequence of the refractive index difference
between the core and the cladding. This phenomenon was first documented
in 1854 by John Tyndall. However, the first coated optical fibers were only
conceived around 1950 by Brian O’Brien [16], when he discovered that the key
to efficient light transmission was having a low difference in refractive indexes.

The next big breakthrough toward popularizing fiber optics came in
1961 when Theodore Maiman created the first LASER (Light Amplification
by Stimulated Emission of Radiation). Theodore Maiman’s LASER produced
a narrow beam of monochromatic light with wavelength of approximately
694.3 nm [17, 18]. By operating in baseband of the order of ∼ 1014 Hz, laser
systems can transmit large amounts of information when compared to other
communication systems (electrical, radiowave and microwave).

However, at that time, optical fibers had power losses above 1000 dB/km.
In 1970, fiber losses were be reduced to below 20 dB/km, to λ ∼ 1 µm, as a
result of work carried out at that time with the aim of reducing impurities
in the glass. Near 1970, continuous operation of GaAs-based lasers at room
temperature was demonstrated [4,19]. It is important to note that Theodore
Maiman’s Laser worked in the pulsed regime.

In 1972, the attenuation of Multi-Mode Optical Fibers (MMF) at an
operating wavelength of about 850 nm was ∼4 dB/km. The wavelength range
between 700 nm – 900 nm is known as “the first optical windows”, this window
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was very attractive because of the low cost optical sources and detectors in this
band and the minimum attenuation occurred at 820 µm. Currently, fiber losses
in this window are ∼3 dB/km which is near the theoretical limit [20–22].

Still in the 1970s, interest in the region of wavelengths of the order of 1300
nm, known as the “second optical window” or minimum dispersion window,
arose because of its 0.5 dB/km attenuation, but it only came into use in
the mid 1980s with the invention of the first GaInAs photodiodes in 1977 by
Pearsall [23–25]. The GaInAs photodiodes operate in the wavelength range 1100
nm < λ < 1700 nm. The third optical window, also known as the minimum
attenuation window, presents the theoretical minimum optical loss, of about
0.2 dB/km, for silica-based fibers, see Figure 2.1, and its utilization was delayed
because of the large dispersion around 1550 nm and the difficulty of operating
in this band since (optical sources and detectors are quite expensive) [19]. Later,
Non-Zero Dispersion-Shifted Fiber (NZDSF) were created, which guaranteed
connections with data traffic above 40 Gb/s [6].

Attenuation
(dB/km)

5

4

3

2

1

0

Rayleigh Scattering

OH- Absorption Peaks

Infrared Absorption Loss

Low Water Peak Fiber
Wavelength (µm)

0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7

Figure 2.1: Fiber attenuation as a function of wavelength [20].

Optical Fiber

An optical fiber is a crystalline structure monofilament element composed
of ultra-pure SiO2 with dielectric properties capable of carrying electromagnetic
energy in the range of optical and infrared frequencies. Optical fibers are
composed of a core, a cladding, and some kind of protective coating, as seen in
Figure 2.2. The cladding has the function of providing a lower refractive index
(n2) than the core (n1), that is n2 < n1, to reduce the dispersion caused by
changes in the refractive index at the interface between the two media, while
the plastic coating’s purpose is to protect the fiber.
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b
a

Core
n1

2n

Cladding Plastic coating

Figure 2.2: An optical fiber with an inner core, an cladding and
an outer plastic coating.

The light propagates inside the fiber core through the phenomenon of
total reflection of light that occurs when the angle of incidence is greater than
the critical angle. Through Snell-Descartes’ law, Equation 2-1, it is possible to
see that when θ2 > 90◦ the light is trapped inside the optical fiber which acts
as a waveguide, see Figure 2.3.

n1 sin θ1 = n2 sin θ2 (2-1)

Figure 2.3: Refraction of light at the border between two media
[26].

Optical fibers can be classified as Single-Mode Optical Fiber (SMF) or
Multi-Mode Optical Fiber (MMF), depending on the number of modes they
can carry. For Multi-Mode Fiber, it is possible to estimate the number of modes
supported by it through M ≈ V 2/2, where V is defined by

V = 2πa
λ
·
√
n2

1 − n2
2 (2-2)

where a is the radius of the fiber core, λ is the light wavelength, n1 and n2 are
the refractive indices of the core and the cladding, respectively. A fiber will
support only one propagation mode, i.e., it will be an SMF, if the parameter V,
often called normalized frequency, is lower than 2.405, which is the first root
of the Bessel function J0. In this condition, V < 2.405, only the HE11 mode is
able to propagate inside the fiber and this mode only ceases to exist when the
radius of the fiber core is zero [6].

In general, SMF has a core size that range from 8 to 10 µm, has higher
spectral efficiency, i.e., it has higher-bandwidth and can support even more
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traffic by using several wavelengths when used in combination with Wavelength
Division Multiplexers (WDM), are suitable for long distance transmissions, and
have lower attenuation than MMF, equipment used for SMF is more expensive
than for MMF, coupling SMF is more difficult, in fact, the first SMF connectors
with losses of less than 3 dB (∼ 0.2 dB) only appeared around 1983 [27,28], and
the main source of attenuation is the chromatic dispersion — each wavelength
travels at a different speed, arriving at the destination at different times, thus
causing pulse broadening.

On the other hand, MMF has a core size that range from 50 to 62.5 µm,
the modes exchange energy through a nonlinear and non-reciprocity mode-
coupling process [25,29,30], are suitable for medium distance transmissions due
to being less expensive, according to the core’s radial refractive index variation
profile, see Figure 2.4, they can be classified as step-index and graded-index
MMF, and the main source of attenuation in MMF is the modal dispersion
— in which different propagation modes take different paths, arriving at the
destination at different times, thus causing pulse broadening. Graded-index
MMF is designed to reduce the modal dispersion inherent in step-index MMF,
therefore, they have higher-bandwidth in exchange for being more expensive
and more difficult to produce. In the typical MMF graduated index, the core’s
refractive index profile decays, usually, parabolically to the cladding’s refractive
index.

(b) Graded-Index MMF

2n Cladding
Coren1

n12n

n12n

2n Cladding

Coren1

(c) Step-Index SMF

n12n

2n Cladding
Coren1

(a) Step-Index MMF

Figure 2.4: Optical fiber cross section showing ray propagation
and radial refractive index profile.
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2.2
Optical Networks

Ever since mankind began to live in society, man began to feel the need
to communicate with each other [26]. Although there are several ways to
communicate, we can classify them as verbal, nonverbal, written, and visual
communication. Among these, the main form of communication is writing,
which is used from ancient times to modern times as the main form of record of
human history and knowledge [1]. Long-distance communications were limited
to mail, carrier pigeon, among others. The first high-speed communication
system was the Semaphore (Optical Telegraph), built by Charles Chappe in
1792, which was capable of transmitting messages over distances of ∼200 km
in 15 minutes but was dependent on favorable weather conditions [31]. After
Morse invented the electric telegraph in 1837, being capable of transmitting
up to 120 bits/s through the use of qualified operators [6], Chappe’s system
became obsolete.

The electric telegraph is considered to be the beginning of the age of
electrical communications. However, it fell into disuse after the invention of the
telephone by Alexander Graham Bell. Bell’s telephone transmitted the human
voice in the form of a baseband analog signal, i.e., the signal was transmitted
directly over the communication channel. As the amount of information grew,
we started to use larger bands of the electromagnetic spectrum and, later,
modulated signals as a way to increase the capacity to transmit information.

In the late 1950s, scientists started looking to optics as a possible solution
for enhancing the capacity of telecommunications systems [2]. However, the
first optical communication systems only became commercially viable after the
1980s, due to the reduction in fiber optic losses and the development of key
elements such as semiconductor lasers, optical amplifiers, and photodetectors
[4–6]. In the beginning, optical networks were mainly used as trunk lines by
telephone companies, cable TV, among others, to provide network access for
several clients while sharing a set of equipment. A trunk line consists of a
high-capacity link composed of a single cable or several cables, or optical fibers,
to transmit multiplexed signals to multiple users or broadcast signals to a large
group of users [5].

Over 27 years, the advances in fiber-optic communication systems have
been so great and fast that the period spanning 1975 to 2002 can be divided
into five generations [4]. Figure 2.5 shows the evolution and maturation of
fiber-optic technology as the BL product begins to saturate. The BL product
is a commonly used figure of merit for fiber-optic communication systems that
shows the maximum bit rate (B) given a certain spacing (L) between the
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repeaters.

Figure 2.5: Increase in the BL product over the period 1975
to 2000 though four generations of fiber-optic communication
systems [4].

The first generation of fiber-optic communication systems only became
available commercially in 1980, employing GaAs semiconductor lasers operating
near 850 nm. This generation did not last long as fiber losses were 3 dB/km,
and these systems operated at bit rates of 45 Mb/s through the use of up to 10
km-repeater spacings. The second generation operated at the second optical
window, which was known for its minimum dispersion and fiber losses below
1 dB/km, operating at a wavelength near 1.3 µm. The maximum bit rate of this
generation was limited to 100 Mb/s in MMF or 1.7 Gb/s in SMF with repeaters
spaced about 50 km apart. The third generation was delayed due to the high
dispersion near 1.55 µm even though it presented fiber losses of the order of
0.2 dB/km, which is the limit fundamental imposed by Rayleigh scattering, and
only came into operation in 1990 through the use of Dispersion-Shifted (DS)
SMF and the development of Distributed Feedback Lasers (DFBs) that had a
single longitudinal mode dominant. This generation could transmit information
at bit rates of up to 10 Gb/s over a distance of up to 100 km.

With the advent of the internet and its popularization in the early 1990s,
telecom companies saw the demand for bandwidth went through the roof.
By 1996, the fourth generation became available, deploying the Wavelength-
Division Multiplex (WDM) technique for enhancing the communication systems’
capacity, in combination with recently developed optical amplifiers that allowed
for increased repeater spacing [32]. The WDM technique makes use of multiple
lasers operating at different wavelengths to stream multiple data over a single
optical fiber. Its adoption required the development of new optical devices, such
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as optical lasers operating at slightly different wavelengths, optical multiplexers,
and demultiplexers [4, 6]. In [33], a WDM system operating at 1 Tbit/s over a
55 km link was shown. This system was composed of 25 lasers using polarization
multiplexing totalling 50 channels operating at 20 Gb/s. According to [2], “in
most WDM systems, fiber losses are compensated periodically using erbium-
doped fiber amplifiers spaced 60–80 km apart”. It is important to note that a
repeater is an optoelectronic device that recovers the original electrical data
from an optical signal and then retransmit this as an optical signal, and that,
with the advent of optical amplifiers, the use of this type of repeaters is no
longer required.

The major changes towards the fifth generation were the use of Raman
amplification [34,35], the utilization of Dense Wavelength-Division Multiplex
(DWDM) and the focus on making the WDM systems more efficient spectrally
by using more advanced modulation schemes in which the information is
encoded using amplitude, frequency, phase and polarization individually or
altogether [2, 4, 6, 36]. Table 2.2 summarizes the information shown above.
The main concern of the next generation, the sixth generation of fiber optic
communication systems, is related to the maximum capacity of a single-mode
fiber, and the main solutions include the use of multi-core fibers, the Spatial
Division Multiplexing (SDM) technique [2, 37, 38] and All Optical Networks
structures [39–41].

Year
implemented Bit rate Repeater

spacing
Operating
wavelength Fiber losses

First Generation 1980 45 Mb/s 10 km 0.8 µm 3 dB/km

Second Generation 1985 100 Mb/s (MMF)
1.7 Gb/s (SMF) 50 km 1.3 µm 1 dB/km

Third Generation 1990 10 Gb/s (SMF) 100 km 1.55 µm 0.2 dB/km

Fourth Generation 1996 40 Gb/s (SMF)
1 Tb/s (WDM) > 10,000 km 1.45 to 1.62 µm 0.2 dB/km

Fifth Generation 2002 > 40 Gb/s (SMF)
11 Tb/s (DWDM) > 24,000 km 1.53 to 1.57 µm 0.2 dB/km

Table 2.2: Evolution of optical fiber communication systems
and their main characteristics.

Optical fibers exhibit several advantages over other transmission media
(twisted pairs, coaxial cables, microwaves, etc.) including their immunity to
electromagnetic interference, their low power loss over distance, their smaller
cross-sectional area, and lower weight in relation to metallic cables, their low
manufacturing cost and almost unlimited bandwidth [2,37]. Furthermore, during
their ∼35 year lifetime, it needs no maintenance, and, after their lifespan, they
can still be used for seismic event detections [42, 43], among other applications.
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In contrast, fibers also have disadvantages, the main ones being: the high initial
cost of implantation, and the limitation of optical power due to non-linear
effects and due to the risk of “fiber fuse”. Despite their high reliability, optical
fibers can sometimes be damaged by a variety of causes [44, 45]. On land,
fibers can be damaged due to works, storms, or accidents, and, in the ocean,
fibers can be disrupted by ship anchors, trawls used by fishing boats, marine
animals, especially sharks which can chew the protection of the optical fibers,
and natural disasters. In general, mechanical stress is highly prejudicial and
should be avoided.

Due to its reliability and almost unlimited bandwidth, optical fibers
networks are often used to interconnect networks across the world, as depicted
in Figure 2.6. The internet’s core network or backbone, composed of the fibers
depicted in Figure 2.6, is responsible for virtually all the data on the internet.
This core is made up of individual high-speed fiber optic networks that form
pairs to create the Internet backbone, and it is divided into smaller parts,
smaller backbones, through internet exchange points, to keep traffic and data
transmission from slowing down. As the backbone connects all smaller networks,
it is possible to access any network through it. Clearly, as the deployment cost is
relatively high, in order to keep this system working, it is necessary to monitor
this entire network of cables spread across the planet, in addition to a fiber
redundancy system, so that if something happens to the main fiber, customer
service is not interrupted.

Figure 2.6: Global Internet Backbone Map [46].
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2.3
Optical Monitoring Systems

Fiber monitoring is essential to enable long-distance high-speed optical
telecommunications links since fibers can be jeopardized by the mechanical
hazards presented in Section 2.2. Additionally, the supervision of optical
networks’ physical layer is fundamental since a fault can cause the suspension
of essential services, such as a bank, telephone, or internet service links [11].

Optical reflectometry is the most used technique for the characterization
of optical links since it only requires access to one end of the fiber [47]. Among
the known types of optical reflectometry, stand out Optical Low-Coherence
Reflectometry (OLCR), Optical Frequency-Domain Reflectometry (OFDR),
and Optical Time-Domain Reflectometry (OTDR). Another remarkable feature
is the detection scheme which can be a coherent or a direct detection scheme.
The techniques that use a direct detection scheme are generally limited in
resolution and reflection sensitivity when compared to the coherent techniques.

Direct and Coherent Detection Schemes

The direct detection technique is relatively simple to implement since
only the reflected optical signal is incident on the detector. This optical signal
is directly converted into an electrical signal — a photocurrent, see Equation
2-3 — proportional to the optical power which can be written as:

Id = RPS (2-3)

where R is the responsivity of the detector and PS is the received optical signal
incident on the optical detector. This detection scheme is relatively insensitive
to the polarization of light or the phase of the optical signal.

Although coherent detection is generally more complex to implement, it
offers certain advantages, see Figure 2.7, such as better dynamic range and
greater sensitivity [4, 47]. The idea behind coherent detection is to mix the
input signal with a reference signal, commonly referred to as a local oscillator
(LO), and then detect the result of that interference with a photodiode. The
beat between these optical fields generates a photocurrent that has information
about the amplitude, frequency, or phase of the optical signal. The resulting
photocurrent can be written as:

Id = R
[
PS + PLO + 2

√
PSPLO cos (ωIF + ∆φ)

]
(2-4)

where ωIF = ωS − ωLO is the intermediate frequency and ∆φ is the optical
phase difference between the received optical signal, PS, and the local oscillator,
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PLO. There are two coherent detection techniques: homodyne (ωIF = 0) and
heterodyne (ωIF 6= 0).

Figure 2.7: Schematic representation showing the differences
between direct and coherent detection. Based on [47].

Coherent detection requires knowledge of the carrier phase, as the signal
of interest is usually the term containing the square root as it describes the
interference between the signal and local oscillator. Furthermore, the power of
the local oscillator acts as an amplifying factor that multiplies the signal power
resulting in an increased signal sensitivity [47].

Optical Low-Coherence Reflectometry

The OLCR technique is based on a coherent detection scheme and makes
use of a low coherence source. A continuous-wave low-coherence source signal
is launched into a Michelson interferometer, then it is split and goes to the test
arm and the reference arm. The reference arm has a movable reference mirror
whose position can be varied resulting in an optical delay for the returning light.
Interference fringes will only be observed when the optical distance, which can
be translated to optical delay, between the two arms is within the source’s
coherence length. If the optical distance between the two arms is greater than
the coherence length of the source, the detector will only see a constant power,
as no interference will occur. The measurement is then made by placing the
device to be measured in one arm and varying the fiber length of the other
arm. Each reflection in the test arm generates a coherence peak with a width
proportional to the source’s coherence length.

As stated in [47]: In practice, the mirror in the reference arm is often
moved at a constant velocity, vm, which causes the interference fringes to occur
at a Doppler frequency, fd, given by:

fd = 2 vm
λ

(2-5)
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where λ is the average wavelength of the low-coherence source. The resulting
signal then passes through an envelope detector and a low-pass filter. So by
saving the magnitudes and position of the reference mirror it is possible to
create a reflectometry trace. The biggest advantages of the OLCR technique are
its high spatial resolution and reflection sensitivity. However, the measurement
range is quite limited and determined by the distance over which a movable
mirror can be scanned, its often limited to only tens of centimeters up to a few
meters [48].

Optical Frequency-Domain Reflectometry

The Optical Frequency-Domain Reflectometer (OFDR) uses a continuous-
wave light source with varying frequency to obtain the frequency-domain transfer
function of the fiber by measuring the amplitude and phase of the reflected
signal at each frequency [49]. The time-domain reflectometry trace is then
obtained using the inverse Fourier transform on this data [50]. OFDR systems
fall into two main classes: coherent (C-) and incoherent OFDR (I-OFDR).

Coherent OFDR systems use a tunable laser source in which the optical
carrier frequency is linearly swept, this signal is then split into two paths: a
reference arm with a fixed mirror and a test arm that probes a device under
test (DUT). The reference signal and a time-delayed signal returning from
a reflection point of the DUT coherently interfere at the fiber optic splitter.
Further spectral analysis allows for the location of the faults in the DUT that
generated these reflections. In I-OFDR, a continuous-wave laser has its optical
carrier modulated by a radio frequency signal whose frequency is swept over a
frequency span either by using a step-frequency or a sweep frequency method.
The interference beat between reference and backscattered signal is performed
in the electrical domain instead of in the optical domain as for C-OFDR systems
[51]. C-OFDR systems generally offer greater spatial resolution and dynamic
range than I-OFDR systems [49,52,53]; however, their measurement range is
usually limited by the coherence properties of the laser [54–57]. The spatial
resolution of an OFDR system can be determined by

∆z = c

2η
1

∆fs
(2-6)

where c is the speed of light, η is the refractive index of the fiber, and ∆fs is
the frequency span of the measurement.
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Optical Time-Domain Reflectometry

Among the known types of optical reflectometry, the most used is the
Optical Time-Domain Reflectometry (OTDR). An OTDR is an optoelectronic
device used to measure the impulse response of an optical fiber, i.e., to measure
the impulse responde of the fiber the condition of one pulse inside a fiber at a
time must be satisfied [58]. From this, it is possible to extract characteristics
and information about the integrity of the optical link. Some of the features
obtained from this reflectometry trace are an estimation of the fiber length,
fiber attenuation, fault location, loss due to connectors or splices, and the
possibility of gradual or sudden degradation of the fiber as a function of time
through comparisons with previous fiber tests [59,60].

To do so, an optical probe pulse is launched towards the fiber under test
(FUT), through an optical circulator, and then the Rayleigh backscattered
power is measured by a photodetector connected to port 3 of this circulator,
see Figure 2.8. The measured optical power is recorded as a function of time as
a reflectometry trace which will now be referred to as OTDR trace, see Fig.
2.9. The nature of such light falls into two classes: scattered light and reflected
light. Light can be reflected due to discontinuity in refractive indexes along the
fiber or due to such a reflective device such as a Bragg grating or a Fiber Optic
Reflective-Coated Patch Cable. The scattered light is usually associated with
the Rayleigh backscattering. As the other reflectometry techniques, the OTDR
only needs to access one end of the fiber, i.e., a central transmission station
can monitor all the fibers connected to it in loco without the need to install an
apparatus for monitoring in each of the multiple nodes of the optical network.

Figure 2.8: Block diagram of an OTDR.
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Figure 2.9: A typical OTDR trace with some of the most
common fiber fault cases [47].

Basic concepts of OTDR

Rayleigh Scattering — The Rayleigh scattering phenomenon is an elastic
scattering of electromagnetic radiation that occurs due to particles with a
radius smaller than the electromagnetic radiation wavelength [61, 62], typically
less than λ

15 [63]. Even though the scattering is omnidirectional, a small portion
of the scattered propagates in the opposite direction of the incoming light [47,64].
The Rayleigh coefficient in optical fibers can be calculated from Equation 2-7
[65],

αs = 8π3

3λ4n
8p2kTfβ (2-7)

where: αs is the Rayleigh scattering coefficient (unit-less), λ is the wavelength
of light (m), n is the refraction index in the fiber core, p is the photo-elastic
coefficient of the glass, k is the Boltzmann constant (1.3806 m2kgs−2K−1), β
is the isothermal compressibility (fractional change in the volume of the fiber
as pressure changes at a constant temperature), Tf is a fictive temperature,
representing the temperature at which the density fluctuations are “frozen” in
the material (K) [66]. Early estimates of αs values for SMF operating at 1550
nm were of about αs ∼= 3.9 · 10−5 m−1, which in decibel units is 0.17 dB/km
[47]. More recent studies estimate the limit of the Rayleigh scattering loss as
αs = 0.116 dB/km at 1550 nm [67–69].
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Dynamic Range—Another important parameter is the dynamic range, expressed
in dB, which refers to the maximum fiber loss that can be measured, in other
words the maximum length of an optical link. The dynamic range is defined by
the combination of photodetector sensitivity, the optical pulse width and the
peak power. The dynamic range is determined by the difference between the
initial backscatter level and the noise level for a signal-to-noise ratio equal to 1
[47,59,61].

Spatial Resolution — The spatial resolution, often called “two-point” spatial
resolution, refers to the mininum distance in which two reflections can be
resolved. In time-domain reflectometry, the spatial resolution depends mainly
on the optical pulse width launched into the fiber. As the pulse travels along
in the fiber, it will widen due to dispersion effects. The spatial resolution can
be determined by

∆z = c

2η∆ts (2-8)

where c is the speed of light, η is the refractive index of the fiber, and ∆ts is
the system response time [47]. The system response time parameter depends
on the photodetector’s response time and optical pulse width and is given by

∆ts =

τp when τs � τp√
τ 2
p + τ 2

s otherwise
(2-9)

where τp is the optical pulse width and τs is the response time of the
photodetector. It is also important to note that there is a trade-off between
dynamic range and spatial resolution, i.e., the narrower the optical pulse, the
less energy it will have, which results in high spatial resolution and low dynamic
range.

Dead Zone — Dead zones are related to strong reflections which saturate the
optical receiver. After such an event, the receiver takes some time to recover its
sensitivity, resulting in information loss. The attenuation dead zone is defined as
the distance between the rising edge of the reflection event to the point in which
the reflection is within a 0.5 dB margin over the backscattering level, and will
be at least the width of the pulse plus the recovery time of the photodetector
[47,61]. The recovery time is the time the photodetector takes to readjust to
its maximum sensitivity [58].
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Modifications to the conventional OTDR

OTDR techniques have been widely adopted in the field for fiber
monitoring, and several modifications have been proposed with the objective
of increasing the dynamic range while also enhancing the spatial resolution.
Increasing the dynamic range while still improving the spatial resolution is a
challenging task, since both features are dictated by the pulse width and peak
of the optical probe pulse. Some of the most outstanding OTDR techniques are
Tunable-OTDR, Coded OTDR, Chaos OTDR, and Photon-Counting OTDR.

The Tunable-OTDR makes use of highly coherent optical sources and
optical amplifiers to generate spectrally narrow pulses adapted to WDM
networks [70]. Coded OTDR, instead of a single pulse at a time, uses
pseudo-random code sequences to modulate the probing pulse, and correlation
techniques are employed to recover the fiber trace [71, 72]. Coded OTDRs
are able to increase the dynamic range while maintaining the same spatial
resolution as a conventional OTDR that employs only one pulse at a time.
Chaos OTDR was developed with the aim of overcoming the limitations in
pseudo-random code sequences generation through the use of chaotic laser light
which generates a real random signal with a bandwidth of several tens of GHz
which, in turn, leads to higher spatial resolution [73–75]. However, the Chaos
OTDR cannot be used to measure the fiber attenuation, it can only detect
reflection events by cross-correlation method [75].

Classical OTDR techniques make use of p-i-n or Avalanche Photodiodes
to measure the backscattered optical power in a continuous fashion. Thus,
the photodetector’s bandwidth is very relevant since higher bandwidth pho-
todetectors may help to increase the maximum spatial resolution. However,
increasing the bandwidth also increases the Noise Equivalent Power (NEP),
which translates to a reduction in the dynamic range [47,76–78].

A further development, the Photon Counting OTDR, was proposed with
the advent of the Geiger-mode Single-Photon Detector. Such devices are based
on InGaAs/InP Avalanche Photodiodes (APDs), hence the name Single Photon
Avalanche Detector (SPAD). When an APD operates in Geiger-mode it becomes
very sensitive to the point it can respond to the arrival of a single photon. For
this, it is applied an above the breakdown voltage across the device’s terminals,
enhancing its sensitivity, so that the energy of a single photon is capable of
starting the avalanche process [76,77]. In this mode of operation, the APDs are
only active during a very small time window, which is usually called a “gate”.
In gated mode, such APDs can attain high photon detection efficiencies and
extremely low dark count rates [77]. If a photon (or more than one photon)
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impinges on its active region during the gate window it achieves saturation and
a quenching circuit (which can be passive or active) is necessary to remove it
from this state and send it to a relaxed state. The required time to return the
APD to a relaxed state after a detection is called Dead Time.

The principal advantage of the Photon-Counting OTDR (PC-OTDR) over
a conventional OTDR is that, in this case, due to the single-photon counting
operation, the noise floor is independent of the receiver bandwidth which
alleviates the compromise relationship between spatial resolution and dynamic
range. The spatial resolution is now is limited by the performance of high-speed
electronics, and the noise floor is now set by the quantum efficiency and the shot
noise from the background dark counts of the SPAD [47]. However, a drawback
of the PC-OTDR is the slower data acquisition due to the dead time after a
detection during which no data is acquired [79]. Thus, the gated operation
requires an intelligent management system to reduce monitoring periods and
enhance the acquisition of statistically relevant data. One way to improve the
data acquisition rate of PC-OTDRs was demonstrated in [12], where a train of
gates was used to trigger the SPAD multiple times; the results show spatial
resolution of 6 meters and descent achievable dynamic range within minute
monitoring periods. A similar scheme was used in [80] to improve the data
acquisition rate of a parallel work introduced in [13,81]; the results show spatial
resolution of 4.6 cm and 15 dB dynamic range.

2.4
Tunability and Pulse Generation

The tunability in PC-OTDR is another very important aspect due to
the use of Dense Wavelength-Division Multiplex (DWDM) in recent optical
networks to stream multiple data over a single optical fiber. The current DWDM
networks operate with either 40 channels with spectral width of 0.8 nm and
80 channels with spectral width of 0.4 nm, although 0.2 nm and 0.1 nm standards
have also been proposed [11,82,83]. In order to achieve tunability, a Tunable
PC-OTDR makes use of highly coherent optical sources to generate optical
pulses within the desired bandwidth and center wavelength. In reality, there
are several ways to generate short optical pulses: gain switching, Q switching,
mode locking, among others [25, 84–88]. However, what stands out the most is
the mode locking offering the best bandwidth-to-pulse width ratio [25]. Indeed,
mode-locked lasers can achieve near transform-limited pulse generation by
employing both semiconductor and fiber gain media [80,89–91].

Mode-locking is a technique for generating short high-power optical pulses
through the interference of a several monochromatic waves equally spaced in
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frequency and with equal phases [25, 89], see Figure 2.10. This interference can
be written mathematically by

p(t) =
N/2∑

n=−N/2
cne

j2π(f0+n·fF SR)t, (2-10)

where cn is the weight of each component, f0 is laser’s center frequency, fFSR
is the optical cavity’s free-spectral range (FSR), and M = N + 1 ≈ ∆f

fF SR
is the

number of monochromatic waves permitted inside the gain bandwidth of the
medium (∆f) [25, 80], see Fig. 2.10. Also, tunability can be enforced by the
medium’s gain bandwidth (∆f) or by the use of a tunable bandpass filter. This
equation resembles the exponential form of the Fourier series, thus implying the
optical pulses are emitted periodically during the mode-locked operation. Also,
after the sum of the M modes, the pulse duration can be written as τP = TP

M

where TP = 1
fF SR

is the train of pulses’ period, and knowing the mean optical
power I it is possible to estimate the peak power as MI [25].

Figure 2.10: (a) Optical spectrum of a mode-locked laser. (b)
Period pulse train of a mode-locked laser.

In practice, mode-locking is used to lock the monochromatic waves in
phase, and can be achieved either actively (through active modulation devices)
or passively. The fiber based passive mode-locked lasers (PMLL) attracts
special attention due to the absence of active modulation devices, the fiber’s
low propagation loss, possibility of creating high quality factor fiber cavities
and the fact that erbium-doped fiber amplifiers (EDFAs) and semiconductor
optical amplifiers (SOAs) can be used as gain media [80, 90–92]. Also, the
PMLLs generally offer rapid response and recovery times which leads to
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shorter pulses when compared with active mode-locked lasers [25]. In order
to lock the modes in phase, several mechanisms can be used, some of them
are: dispersion management [91,93,94], non-linear polarization rotation [95–97],
self-phase modulation [25,30,90,98,99], a non-linear phase shift induced by the
Kerr effect that causes the fiber’s refraction index to change with the optical
intensity n(I) = n+n2I, where the n2 term is a material-dependent incremental
refractive-index change, and the constructive/destructive interference of counter-
propagating longitudinal modes in a non-linear amplifying loop mirror (NALM)
[11,90,98].

2.5
Automatic Fiber Monitoring System

In recent decades, especially with the advent of the Internet, the amount
of information we exchange has grown exponentially. The main reasons behind
this growth are the growing interest of the population in data exchange and the
emergence of new types of services, such as video sharing and the emergence
of services such as Youtube and Netflix. However, this ended up creating two
big problems: the transmission of this information over long distances and the
increase in the amount of information, which results in increased bandwidth
requirements. The first fiber-optic communication systems emerged to fill this
gap. In a nutshell, optical fibers offer low attenuation and “almost” unlimited
bandwidths. Thus, in the last years, we have seen the massive deployment of
optical fibers promoted by the ever-increasing need for higher data transmission
capacity.

Despite their great success, optical fibers are susceptible to mechanical
stress and, under certain conditions, may break. For this reason, physical layer
supervision is essential to identify such faults and remedied them as rapidly
as possible to ensure the robustness of all network layers. OTDR techniques
have been widely adopted in the field for fiber monitoring due to their long-
haul, high-resolution, and tunability monitoring capabilities. However, it the
role of the network operator to identify fiber breaks, extreme bends, and
defective connectors to schedule an in-field repairing unit as fast as possible.
Also, a network operator might have several thousand optical fibers under
his responsibility [9,10]. Therefore, an automated fiber measurement system
based on a digital signal processing unit capable of identifying fault positions
in a fiber profile could alleviate their workload and, eventually, hasten and
simplify the scheduling process of the in-field repairing units [11]. As OTDR
systems frequently make use of FPGAs [11–13], an automatic fault detection
system could be easily implemented in an FPGA. In [100] and [14], the authors
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provided a thorough comparison between several signal processing techniques
with the aim of finding faults in an OTDR trace. Among these signal processing
techniques, the Linearized Bregman Iterations stand out for being a class of
implementation-efficient and low-complexity algorithms for solving combined
`1/`2 minimization problem [14,15].

2.6
Linearized Bregman Iteration

Finding the solution of a linear equation Aβ = y arises from many
applications. Some such applications may be simple to solve while others may
be very tough, depending on the characteristics of the problem, for example:
if A is a non-singular matrix, i.e., A is an invertible matrix, the presence of
noise in y, among others. Examples of direct applications are solving a system
of linear equations for an electronic circuit [101], modern control systems [102],
machine learning [103, 104], among others. However, there are applications
where A can be a dense matrix and the solution we seek is sparse, as, for
example, in compressed sensing [105–107] or the detection of breaks in a fiber
profile [12, 14].

The so-called basis pursuit problem can be expressed as a constrained `1

minimization problem as follows,

min
β
||β||1 s.t. Aβ = y, (2-11)

where A ∈ Rm×n, β ∈ Rn and y ∈ Rm. Due to the `1 norm, this problem
is convex [106, 108, 109] and, under certain circumstances, gives the sparsest
solution [110]. Although the result is a solution of Eq. 2-11, it may not be
unique [110, 111] even more so in the presence of noise. However, by using a
soft thresholding operator as follows,

shrink (vj, λ) = sign (vj) ·max (|vj| − λ, 0) =


vj − λ if vj > λ

0 if vj ∈ [−λ, λ]

vj + λ if vj < λ

(2-12)
it is possible to obtain a solution that minimizes the `1 norm in some sense
[105]. The addition of this operator produces a sparse vector and removes
the noise [103, 105, 112]. The Linearized Bregman Iterations (LBI) is a class
of implementation-efficient and low-complexity algorithm [14, 15] for solving
combined `1/`2 minimization problem, in the presence of noise [14,105,110,113],
of the form

min
β
λ||β||1 + 1

2 ||β||
2
2 s.t. Aβ = y, (2-13)

where A is a dictionary matrix, in which each column is a candidate, β is the
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vector containing the weight of each candidate, and y is the original data set,
which in this context of trend break detection in reflectometry traces is the
fiber profile.

In [14], the Linearized Bregman Iterations (LBI) algorithm was adapted
for trend break detection in OTDR traces, see Fig. 2.9. An arbitrary OTDR
fiber profile can be interpreted as a weighted sum of step functions in the
following form

y(z) = αr (z) +
∑
i∈F

aiu (z − zi) (2-14)

where y(z) is a noise-free representation of an OTDR trace, z is the distance
inside the fiber, α is the fiber attenuation coefficient, r(z) is the ramp function,
u(z) is the step function, F is the set of fault indices, ai and zi are the weight
and position in which each fault occurs, respectively [14]. As the number of
faults in a fiber profile is usually much smaller than its length, the identification
of fault positions can be assumed to be sparse. It is also interesting to note that
the addition of the ||β||22 term causes the objective function to become strongly
convex, therefore the solution of this minimization problem is unique [105,110].
However, if λ → ∞, the solution tends to a solution of Eq. 2-11 [105]. The
Linearized Bregman Iterations can be summarized in the following algorithm
[106].

Algorithm 1 Linearized Bregman Iterations (LBI)
Input: Measurement vector y, A, λ, N
1: β(0) ← 0
2: v(0) ← 0
3: for k = 1..N do
4: for j = 1..n do
5: β

(k+1)
j ← shrink

(
v(k)
j , λ

)
6: end for
7: v(k+1) ← v(k) + µAT

(
y−Aβ(k)

)
8: end for
Output: Estimated β

In the specific case of fiber profiles, each column of the dictionary matrix,
A, is a delayed step function. However, it is also necessary to take into account
the slope, which represents the fiber attenuation. Thus, the final form of A is

A =



1 1 0 0 · · · 0 0
2 1 1 0 · · · 0 0
3 1 1 1 · · · 0 0
... ... ... ... . . . ... ...

m− 1 1 1 1 · · · 1 0
m 1 1 1 · · · 1 1


, (2-15)
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with m rows and n = m+ 1 columns. As shown in [14], an important feature of
this dictionary matrix is that, due to its special structure, it allows for a further
simplication that can be incorporated into the sparse Kaczmarz algorithm [114],
preventing the need to store and load this matrix. The Kaczmarz’s algorithm
is an iterative form for solving Ax = y, as shown below

x(k+1) = x(k) +
yi −

〈
ai,x(k)

〉
||ai||22

ai (2-16)

where A ∈ Rm×n, x ∈ Rn, y ∈ Rm, ai is the ith row of A, i = k mod m and ai
is the complex conjugate of ai. Thus, line 7 of Algorithm 1 can be rewritten as

v(k+1) ← v(k) + 1
||ai||22

ai
(
yi − aTi β(k)

)
, (2-17)

where the lefthand side of this equation is the step width in the LBI algorithm,
contributing to the algorithm’s convergence speed. By analyzing the dictionary
matrix, A, the squared norm ||ai||22 can be calculated as

||ai||22 = i2 + i, (2-18)

with the squared term i2 being the limiting factor for the convergence speed of
the algorithm [14]. For this reason, a scaling factor σ for the first column of A
was used, resulting in the algorithm shown below. It is important to note that
this algorithm, Algorithm 2, was specially tailored for implementation in an
FPGA.

Algorithm 2 Linearized Bregman Iterations for Trend Break Detection
Input: Measurement vector y, λ, N
1: β(0) ← 0
2: v(0) ← 0
3: for k = 1..N do
4: i← mod ((k − 1),m) + 1 . cyclic re-use of rows of A
5: for j = 1..(i+ 1) do
6: β

(k+1)
j ← shrink

(
v(k)
j , λ

)
7: end for
8: ||ai||22 ← σ2i2 + i

9: e←
(
yi − σiβ(k)

1 −
∑i+1
s=2 β

(k)
s

)
10: d← 1

||ai||22
e

11: v(k+1)
1 = v(k)

1 + σid
12: for j = 2..(i+ 1) do
13: v(k+1)

j = v(k)
j + d

14: end for
15: end for
Output: Estimated β
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2.7
FPGA

A Field Programmable Gate Array (FPGA) is a programmable electronic
device that is used to implement arbitrary digital circuits. Early FPGAs evolved
from small arrays of programmable logic and interconnect networks to massive
amounts of arrays of programmable logic, memory blocks, high-speed I/O and
interconnect networks, highly specialized blocks, such as blocks of digital signal
processing (DSP), clock management, hard memory controllers and transceivers.
The interconnect networks, also called switching matrices, are responsible for
the connection between the aforementioned blocks. By programming the switch
matrices that connects these blocks, it is possible to create virtually any type
of digital circuit.

In order to implement some logic structure in an FPGA, eletronic design
automation (EDA) tools are used to generate a bitstream file that contains a
binary representation of the configuration of how each resource is connected
internally in an FPGA, including wire connections, contents of memory blocks
and logic elements. The EDA tool follows three steps to generate the bitstream
file. First, a precise and formal description of the eletronic device, written in a
Hardware Description Language (HDL), such as VHDL or Verilog, is analyzed
and translated into Register Transfer Level (RTL) design throught a process
called “Synthesis”. The RTL-level design is used to create a netlist containing
primitive logical elements. Then, a process called “Place and Route” (PAR) is
used to interpret this netlist using the available resources on the target device.
This step also takes into account timming constraints. Finally, the resulting
design is captured as a bitstream file.

FPGA Architecture

An FPGA is a highly flexible and reprogrammable device that can
be reprogrammed, on-demand, an unlimited number of times. Whenever we
configure the FPGA, configuration bitstream is stored in highly robust CMOS
configuration latches (CCLs) designed primarily for data integrity [115]. The
CCLs, as well as Static Random-Access Memories (RAM), do not retain their
data when power is removed. Therefore, the FPGA must be reconfigured every
time it is turned off. The FPGA configuration process can be performed by
an external non-volatile memory device or an external smart device, such as a
microprocessor.

Although knowing the FPGA architecture is not a prerequisite for using
an FPGA, since Hardware Description Languages (HDLs) provide abstraction
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layers, through direct instantiation of primitive components it is possible to
achieve higher performances. It is interesting to note that EDA tools perform
numerous optimizations during synthesis and PAR processes. Optimizations can
be performed to achieve the highest clock frequency, reduce power consumption,
or decrease area usage, i.e., use the minimum FPGA resources, useful for large
projects. Figure 2.11 provides an overview of the architecture of a modern
FPGA [115], and of its fundamental programmable functional elements.

– Configurable Logic Blocks (CLBs) are used to implement logical functions,
sequential and combinational, and also to store data.

– Block RAMs (BRAMs) are 18-Kbit memories that can be used to store
data. Each BRAM can also be used as two independent 9-Kbits memories.

– DSP Blocks consists of highly specialized blocks of 18 × 18 bit two’s
complement multiplier and a 48-bit accumulator.

– Input/Output Blocks (IOBs) manages the data that enters and leaves
the device.

– Digital Clock Manager (DCM) are fully digital blocks to delay, multiply,
divide or apply a phase to a clock signal.

Figure 2.11: Block diagram of the architecture of an FPGA.
Based on the Spartan-6 Family Architecture [116].

The Configurable Logic Blocks (CLBs) are the main logic resources
of an FPGA and can be used to implement synchronous or asynchronous
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combinational circuits. The internal structure of a CLB may change depending
on the FPGA Architecture, on the Spartan-6 Family Architecture, these blocks
are composed of two slices, which are divided into three types (SLICEX, SLICEL,
and SLICEM). The SLICEX is the most basic and consists of four Look-Up
Tables (LUTs), eight flip-flops and can be used to implement combinational
logic, sequential logic, and memory functions. Table 2.4 shows the functions
that each type of slice is able to provide. It is important to note that although
FPGAs are commonly used to implement digital circuits, they do not have
logic gates. The n-bit Look-Up Tables (LUTs) are memories that can be used
to implement any n-inputs logical function, where the inputs are connected to
the address signal and the output is the truth table of this logical function.

Slice type
Supported functions SLICEX SLICEL SLICEM
Four 6-input LUT function generators 3 3 3

Eight storage elements (D flip-flop) 3 3 3

Two 8-to-1 multiplexers 7 3 3

Carry and arithmetic logic 7 3 3

Four 64x1 distributed RAM blocks 7 7 3

Four 32-bit shift registers 7 7 3

Table 2.4: Comparative table of supported functions by each
type of slice.

Early hardware designers had to deal with just a few hundred transistors.
However, with the advent of integrated circuits (ICs), many more transistors
could be placed in a single chip. In the 1970s, the world’s first commercially
available microprocessor, the Intel 4004 [117, 118], was released with about
2300 transistors. In the early 1990s, driven by technology and business,
microprocessor designs passed a million transistors [119]. At this time, the
Very Large-Scale Integration (VSLI) technology had already been developed
and engineers were creating integrated circuits through schematic and they
performed simulations with the help of hardware description languages such as
Verilog and VHDL. The HDL languages gained, even more, popularity after
the introduction of the logic synthesis step, by transforming the HDL code into
Register Transfer Level (RTL), in order to refine the RTL code at the netlist
level and to perform logical error checking steps, to then transform that RTL
code into a design implementation in logical ports.

The first Programmable Logic Devices (PLDs), composed of small arrays
of programmable logic and switching matrices, were rapidly superseded by
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the FPGAs. As FPGAs continued to grow in size they started to incorporate
more and more custom resources such as DSP blocks, BRAMs, and full adders
inside the CLBs. These custom resources, often called “hardened” resources, are
not programmable devices as they are designed specifically to perform a task
[120–122]. In addition, FPGA vendors typically provide Intellectual Property
(IP) Cores, reusable components that intelligently use the capabilities of the
FPGA’s Architecture to accomplish specific tasks. IP Cores offer the advantage
of being proven designs, with interface and behavior verified by its supplier,
that can be used as building blocks in large projects. Some of the areas that
FPGAs stand out the most are their ease of prototyping, real-time applications,
and their pipelining and parallelization capabilities. By combining its pipelining
and parallelization capabilities, it is possible to implement specific hardware
that can offer higher performances than the most powerful CPUs or GPUs.
Even though the maximum operating frequency of an FPGA is not very high,
for example, a high-end FPGA operates at the most at ∼1 GHz [123,124].
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3
Fast Acquisition Tunable High-Resolution ν-OTDR

Optical fibers are, inarguably, one of the most important elements
of modern telecommunication networks, having allowed for long-haul high-
bandwidth links to be implemented around the world [125]. They offer, thus,
the basis for the Open Systems Interconnection (OSI) and its reliability is
fundamental for the robust operation of all the higher-level network layers.
Mechanical damage, the protagonist of optical fiber transmission impairments,
can cause from minor to debilitating losses and, therefore, must be evaluated
timely and precisely [126].

3.1
Motivation and Contributions

One way of discovering the position and magnitude of the mechanical
damage imposed into a fiber is to monitor the backscattered light originated
from an interrogation signal [127]. When the intensity of the back-propagating
light is measured over time, and the position of the mechanical damage is
determined based on the speed of light inside the fiber, the method is known
as Optical Time Domain Reflectometry (OTDR) [60]. In OTDR applications,
spatial resolution and dynamic range come as a trade-off since strengthening
the pulse for enhanced reach usually affects the pulse width and diminishes the
2-point resolution [4]. To alleviate such trade-off, a PC-OTDR can be assembled,
where a single-photon detector is employed and a detection management system
must be integrated for consistent results [128].

In this chapter, a 15 dB dynamic range and 4.6 cm spatial resolution
tunable PC-OTDR is presented along with a joint FPGA and TDC-based
detection management system that allows several regions of the fiber to be
interrogated by the same optical pulse. The main overall contributions of this
work are discriminated below:

– An optical pulse generation unit, implemented by a figure-8 passively
mode-locked laser, containing a tunable optical filter that ensures that
the monitoring pulses are generated within the desired bandwidth and
center wavelength for WDM applications.

DBD
PUC-Rio - Certificação Digital Nº 1721477/CA



Chapter 3. Fast Acquisition Tunable High-Resolution ν-OTDR 45

– A detection procedure that allows for increased data acquisition rates by
a factor that depends on the operator’s choice of detection window length
and detection gate train period, but is shown to reach at least 20-fold.

– Centimeter-range monitoring of km-range fibers in under 20 minutes
with 15 dB dynamic range in a wavelength division multiplexing (WDM)
scenario.

3.2
PC-OTDR System

Combining a pulse generation unit based on a figure-8 PMLL and a
data acquisition unit based on an FPGA and a TDC culminates in an optical
reflectometry-based measurement system that yields a spatial resolution in the
centimeter range with both achievable dynamic range and data acquisition
rates higher than related state-of-the-art systems; furthermore, the system is
tunable around the telecommunication C-band and exhibits narrow bandwidth,
making it ideal for supervision of currently deployed optical networks relying
on wavelength division multiplexing (WDM), such as WDM Passive Optical
Networks (WDM-PON). In Fig. 3.1, the assembled monitoring system is
depicted in detail. Data acquisition is performed in synchronization with an
enabling pulse from a high-speed optical switch that guarantees that a single
probing pulse is traversing the fiber at a time. This triggering pulse, in turn, is
synchronized to the incoming pulse from the PML by detecting a small portion
of its output using a 90/10 beam splitter.

SPD

TDC
Start Stop

FPGA

ENA
DET

F8-PMLL

90/10
SOA

D1

DDG1 DDG2

to FUT

Dr

OD FC

Figure 3.1: Block diagram of the PC-OTDR system including
the synchronization with the F8-PMLL; optical fibers are blue
lines and pink lines are electrical signals. D1, p-i-n photodetector;
DDG, Digital Delay Generator; Dr, electronic driver; OD, optical
delay; FC, fiber circulator; FUT, fiber under test. The black arrows
indicate the direction of the electric and optical signals for ease of
visualization.

In Fig. 3.2a, the structure of the PMLL is depicted: on the right-hand
side, the optical cavity contains an unidirectional EDFA that determines the
direction of propagation, and a variable optical bandpass filter that determines
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the center wavelength of emission; on the left-hand side, the nonlinear amplifying
loop mirror (NALM) contains a bi-directional semiconductor optical amplifier
(SOA). The PMLL’s two main output characteristics are also demonstrated:
the generation of ps-long optical pulses, Fig. 3.2b; and the tunability over the
telecommunication C-band, Fig. 3.2c. Under fundamental mode operation, the
F8-PMLL produces 303 ps-wide pulses (which limit the spatial resolution of the
PC-OTDR to 3.07 cm) spaced by 224 ns (a repetition rate of 4.46 MHz), the
former determined by a total 1.39 GHz emission bandwidth (confirmed with
the measurement of a high-resolution – 16 MHz – optical spectrum analyzer to
be 11 pm at all center wavelengths) and, the latter, by the overall length of
the fiber cavity of 44.8 meters. To achieve such conditions, other than correctly
adjusting the PCs, the injection current of the SOA should be approximately
150 mA, which translates into optical pulses with 4 pJ energy level and 13 mW
peak power. Under these conditions, the wavelength tunability of the F8-PMLL
is rather simple in terms of PC alignment; on the other hand, the pulse peak
power limits the achievable dynamic range. In order to maintain the ease of
tunability of the system while also increasing the dynamic range, the output
pulses were sent to a second EDFA (depicted in Fig. 3.1), which yields optical
pulses with 25 pJ energy level and 83 mW peak power. Due to the broad
bandwidth of the EDFA, the width of the optical pulses, after amplification,
was not compromised, as presented in Fig. 3.2b.
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Figure 3.2: (a) Schematic of the passively mode-locked figure-8
fiber laser. PC, Polarization Controller. (b) Temporal shape and
repetition rate of the generated optical signal in the F8-PMLL.
(c) Center wavelength tunability and bandwidth of the employed
F8-PMLL.

In order to showcase the capability of the system to perform tunable
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and fast fiber profile measurements with centimeter resolution, an arrayed
waveguide grating (AWG) was employed. A 4-km feeder fiber (between the
measurement system and the AWG) is followed by four different fibers (L1 = 4
km, L2 = 8 km, L3 = 0.9 km, L4 = 3 km) each connected to a different channel
of the AWG, as follows: Ch 03, λ = 1534.09 nm, L1; Ch 09, λ = 1539.8 nm, L2;
Ch 15, λ = 1544.0 nm, L3; Ch 22, λ = 1550.0 nm, L4. For these results, the
measurement time was ∼16.7 minutes. Interrogation of each individual channel
is possible by tuning the F8-PMLL center wavelength accordingly, and the
results are presented in Fig. 3.3; total measurement time is ∼16.7 minutes for
each of the channels.

Figure 3.3: Full fiber measurements of four distinct AWG channels,
corresponding to different wavelengths.

3.3
Conclusion

By combining the time resolution of a TDC with the management
capabilities of an FPGA, a detection system could be developed that allows for
high resolution measurements with high data acquisition rates. This structure,
when employed together with an optical pulse generation system that allows
for wavelength tunability and high-peak-power narrow pulses culminates into
the fast acquisition tunable high-resolution photon-counting OTDR, with
an achievable spatial resolution of 4.6 cm and 15 dB dynamic range. When
compared to other monitoring solutions, which do not rely on photon-counting
for fiber monitoring, the Fast Acquisition Tunable PC-OTDR exhibits an unique
combination of characteristics that make it competitive with respect to the
state-of-the-art.
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4
FPGA-Embedded Linearized Bregman Iterations Algorithm
for Trend Break Detection

Trend break detection, or level-shift detection, is a problem that permeates
several science fields, and an efficient, accurate, and highly reliable processing
unit to solve it is desirable. In this chapter, it is shown that by combining the
flexible hardware design tools of Field Programmable Gate Arrays and the
efficient Linearized Bregman Iterations algorithm allows for the development
of such a unit. The manipulation of the data storage structure as well as the
algorithm flow and control in hardware yields increased processing efficiency
while maintaining all the observed qualities of the Linearized Bregman Iterations
algorithm, such as low estimation error and high level-shift detection precision
[15]. Due to its flexible memory structure, the proposed hardware architecture
can be implemented in different-sized-FPGAs.

4.1
Motivation and Contributions

Recently, Linearized Bregman Iterations (LBI), a class of implementation-
efficient and low-complexity algorithms, has been presented as an extremely
attractive solution for trend break detection [14]. There, it was shown that
the LBI algorithm outperforms the classical LASSO solution in the specific
problem of trend break detection for fiber fault analysis. In this case, the
better performance can be attributed to two factors. First it is well known that
combined `1/`2 regularization terms can handle problems where estimation
vectors with correlated elements are expected better than the LASSO solution
[129] and the problem at hand is expected to have such correlations. Second, the
strict convexity when using a combined `1/`2 term in the cost function has been
reported to improve the convergence behavior of sparse estimation algorithms
[110]. Furthermore, both the structure of the trend break detection problem and
of the LBI algorithm’s allow for simple hardware units, relying mainly on adders
and efficient memory management, to conduct the core procedure, thereby
avoiding hardware-complex multiplication and division operations [130].

In [14], the focus is on detection of trend breaks associated to fiber faults:
to ensure robustness of network operation, detection of such faults must be
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remedied as fast as possible; this, in turn, creates a demand for highly reliable
and fast trend break detection results, since a network operator might have
several thousands of optical fibers under his responsibility [10,131] and, thus, the
faster the data associated with one link can be processed, the faster information
about all links will be available. The possibility of increasing the time efficiency
of the algorithm due to its hardware implementation is of great interest in this
context, as pictorially presented in Fig. 4.2a, where a centralized optical fiber
network manager must operate several links simultaneously; expediting each
measurement is extremely beneficial. Furthermore, as the measurement is often
done by stand-alone Optical Time-Domain Reflectometry (OTDR) devices,
the eventual goal is to implement the processing directly in such a device,
where FPGAs are usually employed. Achieving an FPGA implementation of
the detection algorithm is, then, preferable, since it would allow data acquisition
and processing to be performed in the same embedded device, as pictorially
presented in Fig. 4.2b, where the combination of a data acquisition hardware
for the Physical Layer Monitoring (PLM) unit (adapted from [132]) along with
the data processing hardware implementation of the LBI algorithm is depicted.
The optical pulse generation (PG) unit launches a probing pulse into the fiber,
while the data acquisition system, together with an optical circulator and an
optical pulse detection (PD), acquires the reflected optical power and produce
a fiber profile.

PLMDT TX

End Nodes

Centralized Network
Manager

P
h
y
si

ca
l

La
y
e
r

Data Acq.

PG

PD

FPGA

Physical Layer
Monitoring (PLM)

(a) (b)

LBI Data Proc.

Figure 4.1: Motivation and applications of the proposed hardware-
implementation of the Linearized Bregman Iteration algorithm. (a)
(DT TX): data transmission unit; (PLM): physical layer monitoring
unit. (b) (PG): pulse generation; (PD): pulse detection.

A novel hardware architecture for the LBI algorithm is presented and
its main processing units are discussed in this chapter. A reduction factor on
the elapsed algorithm time of approximately 100 could be achieved, which
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represents a substantial upgrade and warrants usage of dedicated hardware
for trend break detection. The main overall contributions of this work are
discriminated below:

– Speed-ups of the order of 100 times in the hardware implementation with
respect to the software implementation of the LBI algorithm for trend
break detection. The speed-ups are solely attributed to the hardware
architecture and the usage of parallel-pipelined arithmetic units (such as
the so-called pipelined adder tree) and to efficient memory organization
and control, since no loss of performance is identified between hardware
and software implementations.

– A comprehensive analysis of the hardware architecture, including the
main processing and control units that allow for the algorithm structure
to be implemented in hardware. This analysis provides a straightforward
means to determining the total number of clock cycles necessary for the
algorithm to elapse.

– A software implementation of the algorithm, that has been validated bit-
wise with respect to the hardware implementation, thereby allowing for
the results of the proposed implementation to be verified in a simulated
environment.

– Comparison, with respect to both performance and hardware charac-
teristics, of the proposed hardware implementation with state-of-the-art
hardware implementations of the Orthogonal Matching Pursuit algorithm,
which is used in the context of sparse estimation and finds widespread
interest in the current literature.

4.2
Architecture

It is a widespread notion that certain problems, despite their complexity,
may be accelerated depending on the implementation; parallel programming,
in which several parts of the same procedure are processed independently
and simultaneously, is one of the most celebrated examples [133, 134]. Even
though the LBI algorithm cannot be paralellized, there are computationally
complex operations within the algorithm that can be paralellized to increase
the processing efficiency. This is the case of the calculation of the instantaneous
error after each iteration, which can be accelerated using a so called parallel
adder tree (PAT). In order to harness the parallel speedup of the PAT, the
entries of vector β must also be accessed in parallel, which can be accomplished
through the instantiation of parallel Block RAMs (BRAMs), as depecited in
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Fig. 4.3. The Pipelined Multiplexer Tree (PMT) is synchronized to the PAT
such that, after a summation, the correct value of y is ready for subtraction.
The value of µk is calculated in a pipelined CORDIC structure.

Figure 4.3: Hardware implementation of a single BRAM slice
in the LBI core structure. The parallel structures are pictorially
depicted in three-dimensional depth.

4.2.1
Master FSM

In order to control all the blocks depicted in Fig. 4.3, a so-called master
Finite State Machine (FSM) has been implemented. The states, transitions and
strobe signals depicted in Fig. 4.4 ensure the correct evolution of the algorithm.
The FSM starts at an idle state then evolves to the loading state, where the
control of the BRAMs is passed to the master FSM. Once the loading process
has finished, the FSM waits for a “cordic_done” strobe to start the iterations.
Each iteration consists of the following steps: the sum of betas, subtraction,
multiplication, the update of vj , and the storage of v and β. After L iterations,
the maximum number of iterations, the unloading is performed, where the
control of the BRAMs is passed to the master FSM, and the FSM returns to
the idle state.

In order to validate the proposed hardware structure, the hardware
has been synthesized and the maximum achievable clock frequency has been
extracted. As said previously, PAT’s performance depends on the number of
entries of the vector β that can be accessed in parallel. However, as more
BRAMs are used, the lower the maximum operating frequency of the FPGA
will be. The results of Table 4.1 are in excellent agreement with the expectations
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Figure 4.4: Block diagram of the master Finite State Machine.

in which it shows the influence of the resource usage, in terms of percentages
of Adaptive Logic Modules (ALMs), on the maximum frequency of operation.

Stratix V: 5SGSMD5K2F40C2

BRAMs ALMs Registers Memory [Bits] Max. Clk. Proc.

out of 172,600 out of 41,246,720 Freq. [MHz] Time [s]

1024 135,571(79%) 88,938 20,971,520(51%) 109.9 1.91

512 68,135(39%) 45,595 10,485,760(25%) 166.97 1.78

256 36,098(21%) 25,147 5,242,880(13%) 173.28 2.78

128 19,196(11%) 13,839 2,621,440(6%) 182.12 4.70

16 4,982(3%) 4,012 327,680(< 1%) 182.35 33.83

4 3,435(2%) 2,925 81,920(< 1%) 187.86 130.08

Table 4.1: FPGA Synthesis and Timing Results. Processing
times calculated for N = 10000 and with L = 6.5 × 106.

In [14], a software implementation of the same LBI was demonstrated,
running on an Intel Xeon CPU E5-2690 v4 at 2.6 GHz and 512 GB
RAM, with an algorithm elapsed time of 150 s for a 10000 point data series
and considering 650 iterations per sample, i.e., the same conditions of the
results of Table 4.1. The synthesized hardware achieved an almost two orders
of magnitude speedup factor: a Stratix V FPGA with 1024 BRAMs running
at a clock frequency of 109 MHz yielded a 1.91 second processing time, which
translates to a speedup factor of 84 times.

DBD
PUC-Rio - Certificação Digital Nº 1721477/CA



Chapter 4. FPGA-Embedded Linearized Bregman Iterations Algorithm for Trend
Break Detection 53

4.3
Analysis

4.3.1
Real-World Dataset

The proposed hardware was subjected to test with a fiber profile acquired
with a so-called Optical Time Domain Reflectometry (OTDR) device based on
an FPGA [132]. This choice goes along with the motivation of the Introduction
Section, since the acquisition system and the proposed hardware implementation
of the analysis algorithm could, potentially, coexist in the same FPGA.
The chosen fiber profile exhibits several interesting features related to fault
detection: the presence of both high magnitude and low magnitude faults; and
faults separated by few points. The results of both hardware and software
implementations of the LBI algorithm are compared in Fig. 4.5. Here, one of
the objectives is to analyze whether the codification of data in the hardware
have an impact on the precision of the fault detection. This is because the 20-bit
SFIXED format has been chosen to encode the data in the FPGA, as opposed
to the 64-bit floating point in the software. The striking feature showcased in
Fig. 4.5 is the fact that the SFIXED version of the algorithm, the blue trace,
exhibits equivalent results to that of the red trace. The traces are vertically
offset in order to highlight the correct trend break detection but the original
baseline is the same. The inset displays a zoomed-in segment of the profile,
where faults close to one another have been correctly identified by both versions
of the algorithm.

0 1 k 2 k 3 k 4 k 5 k 6 k 7 k 8 k
0
5

1 0
1 5
2 0
2 5
3 0
3 5

 

 

OT
DR

 In
ten

sity
 [d

B]

L e n g t h  [ m ]

 O r i g i n a l  F i b e r  P r o f i l e
 6 4 - b i t  F P  L B I
 2 0 - b i t  S F I X E D  L B I

5 . 3 0 k 5 . 4 0 k

1 2
1 4
1 6
1 8

  

 

Figure 4.5: Results of trend break detection on a testbench real-
world fiber profile acquired in laboratory conditions.
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4.3.2
State-of-the-Art Comparison

One final question about the proposed hardware structure that implements
the LBI algorithm is whether there are other methodologies that are better
indicated for this context. An extensive literature review on this subject reveals
that, when it comes to hardware implementations of sparse estimation methods,
the majority of the works focus on the orthogonal matching pursuit (OMP)
algorithm [135], which has, thus, been the focus of this comparison. The
performance comparison entails the evaluation of figures of merit such as the
precision and the MCC [136]. For the results of Table 4.2, both algorithms were
fed multiple datasets, where the maximum number of trend breaks included
in the datasets was five and the length was varied from 5000 to 15000 so that
different dataset sizes could be considered. The performance of the LBI for
trend break detection is much more pronounced, as can be seen from the results.
At the same time, even though slower for small instance sizes, the complexity
of the LBI structure allows for manipulation of much longer datasets, which is
a necessity for trend break detection in the context of optical fiber analysis.

Algorithm Precision MCC(
TP

TP+FP

) (
TP ·TN−FP ·FN√

(TP+FP )(TP+FN)(TN+FP )(TN+FN)

)
LBI 67.3% 0.81
OMP 8.2% 0.28

Table 4.2: Performance Comparison, where: True Positives
(TP), False Positives (FP), True Negatives (TN), and False
Negatives (TN).

4.4
Conclusions

The FPGA implementation of the Linearized Bregman Iterations algo-
rithm adapted for trend break detection is a powerful signal processing tool
as the results show that such an implementation provides impacting gains in
processing time without loss of performance. From a digital hardware design
perspective, the hardware structure of the algorithm combined with an efficient
parallel memory access structure produces a pipelined design that can be easily
controlled by a single master FSM. Furthermore, its comparison with state-of-
the-art hardware implementations of sparse estimation algorithms (in particular,
the Orthogonal Matching Pursuit algorithm), indicates clear advantages of
the proposed architecture in terms of performance and hardware flexibility.
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These results bring the goal of creating an embedded unit that combines data
acquisition and processing a step closer to reality.
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5
Profile-Splitting Linearized Bregman Iterations for Trend
Break Detection Applications

Dealing with large datasets can be a tremendous challenge, even for low-
complexity algorithms with efficient hardware implementations, as is the case
of the Linearized Bregman Iterations (LBI) for Trend Break Detection (TBD)
applications. The complexity of such algorithm can be shown to be quadratic
with respect to the dataset length N . In this chapter, a new methodology is
set forth called the profile-splitting, which allows for high-dimensional datasets
to be processed within reasonable times without the loss of performance.

5.1
Motivation and Contributions

The TBD problem has a broad presence across different scientific fields
with special recent special focus on fault detection in optical fiber profiles [14],
where trend breaks are associated with faults. The datasets produced by optical
fiber monitoring devices can contain several thousands of points [14] and, in
such an application, fast trend break detection results are desired so that repair
units can be quickly routed to fix optical network failures thus minimizing
the downtime of the network. The profile splitting method is a way to reduce
the required processing time by of a large dataset by evaluating multiple M-
dimensional vectors that, together, compose the original data. Towards this
goal, the main overall contributions of this work are:

– The unmatched trend break detection prowess of the LBI algorithm
[14,15] was upheld while dramatically increasing the processing speed by
up to 5-fold factors with datasets as long as 50.000 points.

– The analysis of the impact of the signal-to-noise ratio (SNR) of a given
sub-profile on the parameter λ of the LBI algorihtm and a simplified
model that assumes the noise to be poissonian, allowing virtually any
profile to be easily processed.

– Identification of a regime for the Mx1-dimensional sub-profiles where the
performance is maintained while the processing times can still be reduced.
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– Analysis of the potential advantages of the split-profile method when
considering its hardware implementation and, furthermore, the resources
in the currently available platforms.

5.2
Split-Profile Characterization

An interesting feature of the TBD problem in the context of fiber fault
detection is the fact that the dataset contains sparse trend breaks but, also, a
linear slope component associated with the attenuation experienced by light
as it propagates in the fiber [60]. This, in turn, causes the SNR to decrease
progressively as the distance between a certain point and the monitoring system
increases. For this reason, as the original dataset is split into sub-profiles, a
difference in SNR can be observed: sub-profiles associated with positions closer
(in distance) to the measurement station (lower indices n ∈ N) exhibit higher
SNR; those associated with distant positions (higher indices n ∈ N) exhibit
lower SNRs. The SNR is a crucial aspect of signal processing using `1/`2

minimization, which is the core of the LBI algorithm.

arg min
β

max
γ

λ‖β‖1 + 1
2‖β‖

2
2 − γT (Aβ − y). (5-1)

In the ideal noiseless case, the `2 portion of Eq. 5-1 would clearly be zero,
and the algorithm would have no problem adding candidates and increasing
the `1 portion of Eq. 5-1. As the SNR decreases, the algorithm must correctly
balance the λ factor to achieve optimal signal denoising without flooding the
selections with faults that are not really present in the dataset. In order to
successfully process a low-SNR measurement, the λ factor can be increased,
making the algorithm more tolerant to the squared error norm and more
stringent in the selection of new candidates. The observation that the major
noise source in the system can be modeled as a Poisson random variable [14,100]
is a crucial point in consistently adjusting the λ factor for different sub-profiles.
Furthermore, the `2 norm used to calculate the squared error between the
estimated and original signals in the `1/`2 minimization essentially determines
the norm of the error, which is defined as the square root of its total energy.
Finally, by modulating λ according to the square root of a measurement’s
estimated SNR, the algorithm can adapt to different SNR regimes for each
sub-profile generated out of an original OTDR profile, as shown below:

λsub-prof = λorig

√
SNRest. (5-2)

Figure 5.1 presents the rates of true and false positives, as well as the
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so-called Matthew’s Correlation Coefficient (MCC) value output by two versions
of the split-profile method (with and without the λ scaling and selection) and
also by the original (non-split) LBI algorithm. The characterization introduced
by the MCC makes it clear that there is a deep performance drop if λ is not
correctly chosen. For these results, the split-profile length was fixed as 4500
points, and the original profile length was set to 15,000 points. A dataset of
1000 simulated profiles was used to increase the statistical relevance of the
results.
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Figure 5.1: Performance comparison between three different
versions of the analysis algorithm.

The value of M = 4500 has been determined based on an extensive
characterization of the algorithm’s performance versus the length of the sub-
profiles. These results appear in Figure 5.2, where the original profiles, from
which the sub-profiles were derived, contained 15,000 points. The baselines—in
black dashes—correspond to the results of the original (non-split) LBI.

Finally, the timing comparison of the original and split-profile LBI’s is
showcased in Figure 5.3 for increasing dataset lengths. For shorter dataset
lengths, the effect of the split-profile methodology is rather negligible since the
original length is comparable to the individual split-profile length; however,
as the dataset length increases above 20,000 points, a very clear distinction
can be observed between the total elapsed times of the variants of the analysis
algorithm. At 50.000 points, a 5-fold processing time advantage can be observed.
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Figure 5.2: Performance of the split-profile methodology for
varying split-profile lengths, in number of points.

Figure 5.3: Final timing comparison between the original LBI
and the corresponding split-profile LBI; two versions of the
latter, with and without the λ-grid, are depicted.

5.2.1
Conclusions

The profile-split methodology applied to the LBI algorithm ensured
comparable algorithm performance while overcoming the quadratic scaling of
the elapsed time, which becomes a severe hindrance for long instance sizes. As it
stands, no information from other sections of the original profile is necessary so
that a given sub-profile can be processed, and thus, simultaneous processing of
each of the sub-profiles is a possibility. Processing times in the order of hundreds
of seconds for datasets as long as 50,000 points associated with an MCC value
of 0.84 place the split-profile linearized Bregman iterations algorithm as the
candidate of choice for trend break detection problems.
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6
Conclusions

The fiber-optic communication systems emerged from the ever-increasing
need for higher data transmission capacity. It is well known that fiber optics
presents several advantages over other transmission media due to its immunity
to electromagnetic interference, low power loss over distance, low manufacturing
cost, and, mainly, due to its almost unlimited bandwidth. Nevertheless, optical
fibers are made of glass, thus they are susceptible to mechanical stress and,
under certain conditions, can be damaged or broken. Fiber optic companies
often deploy redundant paths for high availability to avoid disruption of essential
services during an in-field repairing. However, internet service providers usually
use all available links, which increases their revenue. In these cases, a break
may result in the end user’s link being interrupted.

In order to identify such faults, a network operator routinely makes use
of optical reflectometry devices. The role of a network operator is to identify
fiber breaks and schedule an in-field repairing unit as fast as possible to ensure
the robustness of all network layers. However, a network operator might have
several thousand optical fibers under his responsibility. Thus, an automated
fiber monitoring system is highly desired as it could alleviate the network
operator’s workload and, eventually, hasten and simplify the scheduling process
of the in-field repairing units.

The main contributions of this thesis rely on developing the necessary
building blocks for the creation of an automatic fiber monitoring system.
Firstly, a new FPGA-based detection management system was developed to
dramatically reduce the time needed to acquire an entire fiber profile in a High-
Resolution PC-OTDR. The tunability and high-resolution features depend on
generating narrow optical pulses spectrally adapted for DWDM systems. Thus,
an optical pulse generation unit based on a figure-8 passively mode-locked laser
was employed to produce 303 ps-wide optical pulses. Combining these units
resulted in a fast acquisition tunable PC-OTDR with 4.6 cm spatial resolution
and 15 dB dynamic range.

Subsequently, the Linearized Bregman Iteration algorithm adapted to
Trend Break Detection was implemented in FPGA. This algorithm stands out
for being a class of implementation-efficient and low-complexity algorithms for
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solving combined `1/`2 minimization problems. The implementation followed
the steps presented in the following works [106], where the use of the Kaczmarz
algorithm allowed the LBI algorithm to converge to an approximate least-squares
solution (`2 norm) at a lower cost than other iterative methods, and [14], where
optimizations towards the solution of Trend Break Detection problems, in
special for OTDR applications, leads to a simpler matrix (A) — composed
mainly by ones and zeros, refer to Eq. 2-15, thus avoiding several complex
hardware-multiplication operations. The resulting hardware implementation
relied mainly on adders and efficient memory management controlled by a simple
Finite State Machine (FSM), and presented speed-ups of the order of 100 times
with respect to the software implementation. Furthermore, considering that the
algorithm complexity can be shown to be quadratic with respect to the dataset
length, further optimizations were implemented. These optimizations included
a profile-splitting methodology and modulation of lambda according to the
SNR difference between the generated sub-profiles and the original profile. It is
important to emphasize that the actual implementation, see Fig. 6.1, does not
count with slope detection, whose implementation is in progress and will be
evaluated in future work.

Figure 6.1: LBI fault detection results extracted from the
FPGA.
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6.1
Future works

Several works can be suggested as continuation of this study, the most
relevant are summarized below.

- Implementation of the slope block in order to confirm the simulated
results in [137]. Special attentions should be drawn to the effect of the
inclusion of the slope component and to the value of σ, as shown in
Algorithm 2.

- Analysis of the appearance of fault clusters due to a reduced number
of iterations or a short distance between faults should be taken, as the
appearance of fault clusters may diminish the measurement’s spatial
resolution. A method based on approximate deconvolution for increasing
the spatial resolution and further reducing the number of iterations
without affecting the performance of the algorithm is being studied.

- In this work, the building blocks for the creation of an automated fiber
monitoring system were presented. However, it is extremely important to
serialize the data obtained by the FPGA-based PC-OTDR so that these
data can later be used by the Linearized Bregman Iterations adapted for
Trend Break Detection. It is important to note that the OTDR stores
data sequentially, i.e., y = [y(1),y(2),y(3),y(4), . . . ,y(N)], while LBI
algorithm’s data storage is distributed over a number of parallel BRAMs
structured as follows:

BRAM(1) BRAM(2) BRAM(M)

t

x



y[TM + 1] y[TM + 2] · · · y[TM +M ]
... ... · · · ...

y[2M + 1] y[2M + 2] · · · y[2M +M ]
y[M + 1] y[M + 2] · · · y[M +M ]

y[1] y[2] · · · y[M ]


,

−−−−→
m

(6-1)

where M is the number of parallel BRAMs and T =
⌈
N
M

⌉
, where the

ceiling operator is denoted by d·e.

- Furthermore, in order to have a fully embedded system, all components
must be controllable and be placed side-by-side. Special attention must
be taken to the figure-8 passively mode-locked laser, since a feedback loop
control must be implemented to ensure the mode-locking operation [138].
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Publications

In this appendix all the papers developed during the doctorate are listed.

Related to this work

The three papers related to this work were published in 2020. Following
“chronologically”, by chronologically I mean in the order in which they were
developed and not in the order of publication, we have as first article: “Fast
Acquisition Tunable High-Resolution Photon-Counting OTDR”, which was
published in Electronics Letters.

The other two articles talk about the implementation of the LBI algorithm
in an FPGA. These are: “FPGA-Embedded Linearized Bregman Iterations
Algorithm for Trend Break Detection”, which was accepted for publication
in EURASIP Journal on Wireless Communications and Networking in 2020,
and “Profile-Splitting Linearized Bregman Iterations for Trend Break Detection
Applications”, which was published in the MDPI Electronics journal also in
2020.

Not related to this work

The articles and publications presented below are not or are not directly
related to this work.

Papers

� “Impact of a remote lab on teaching practices and student learning”
published in Computers & Education in 2018.

� “Embedded time-multiplexed AMCC and OTDR signals for analog radio
over fiber links” published in Optics Communications in 2019.

� “Picosecond pulse-width ultra-low repetition rate passive mode-locked fibre
ring laser” published in Electronics Letters in 2020.

� “Alignment-free characterization of polarizing beamsplitters” published in
Applied Optics in 2019.
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Conferences

� “High-Dynamic and High-resolution Automatic Photon Counting OTDR
for Optical Fiber Network Monitoring” presented at the 6th International
Conference on Photonics, Optics and Laser Technology, 2018, Funchal,
Madeira, Portugal.

� “Transmitter-Embedded AMCC, LTE-A and OTDR signal for Direct
Modulation Analog Radio over Fiber Systems” presented at the Optical
Fiber Communication Conference, 2018, San Diego, USA.

� “Remote Over-saturation Amplification of Optical fiber Monitoring Pulses”
presented at the 7th International Conference on Photonics , Optics and
Laser Technology, 2019, Prague, Czech Republic.

� “Concept Maps and Self-Regulated Learning: an Exploratory Study”
presented at the 2020 IEEE Global Engineering Education Conference
(EDUCON), 2020, Porto, Portugal.

Chapters of Books

� “Integration of an LMS, an IR and a Remote Lab” as part of the Lecture
Notes in Networks and Systems book series from Springer International
Publishing in 2018.

� “Centimeter-Resolution Long-Distance Optical Fiber Monitoring” as part
of the Springer Series in Optical Sciences book series from Springer
International Publishing in 2019.

DBD
PUC-Rio - Certificação Digital Nº 1721477/CA



B
Fast Acquisition Tunable High-Resolution ν-OTDR

The paper “Fast Acquisition Tunable High-Resolution Photon-Counting
OTDR” was published in the Journal of Lightwave Technology in 2020.

DBD
PUC-Rio - Certificação Digital Nº 1721477/CA



4572 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 38, NO. 16, AUGUST 15, 2020

Fast Acquisition Tunable High-Resolution
Photon-Counting OTDR

Felipe Calliari , Marlon M. Correia, Guilherme Penello Temporão, Gustavo C. Amaral , Member, IEEE,
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Abstract—A 15 dB dynamic range and 4.6 cm spatial resolu-
tion tunable photon-counting optical time-domain reflectometer
(PC-OTDR) is presented along with a Field Programmable Gate
Array (FPGA)-based detection management system that allows
several regions of the fiber to be interrogated by the same opti-
cal pulse, increasing the data acquisition rate when compared to
previous solutions. The optical pulse generation is implemented
by a tunable figure-8 passive mode-locked laser providing pulses
with the desired bandwidth and center wavelength for WDM ap-
plications in the C-band. The acquisition rate is limited by the
afterpulse effect and dead time of the employed gated avalanche
single-photon detectors. The devised acquisition system not only
allows for centimeter-resolution monitoring of fiber links as long
as 12 km in under 20 minutes but is also readily adapted to
any other photon-counting strategy for increased acquisition rate.
The system provides a 20-fold decrease in acquisition times when
compared with state-of-the-art solutions, allowing affordable times
in centimeter-resolution long-distance fiber measurements.

Index Terms—Optical fiber monitoring, optical time domain
reflectometry, single-photon detection.

I. INTRODUCTION

O PTICAL fibers are, inarguably, one of the most important
elements of modern telecommunication networks, having

allowed for long-haul high-bandwidth links to be implemented
around the world [1]. They offer, thus, the basis for the Open
Systems Interconnection (OSI) and its reliability is fundamental
for the robust operation of all the higher-level network layers.
Mechanical damage, the protagonist of optical fiber transmission
impairments, can cause from minor to debilitating losses and,
therefore, must be evaluated timely and precisely [2].
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One way of discovering the position and magnitude of the
mechanical damage imposed into a fiber is to monitor the back-
propagating light originated from an interrogation signal; the
nature of such light falls into two classes: scattered light, usually
associated with the Rayleigh backscattering of light from the
atomic nuclei of the fiber material; and reflected light, usually
associated with the discontinuity of index of refraction along the
fiber or to a reflective structure placed along the fiber, such as a
Bragg grating; the last of which figures as the basis of several
of the proposed and implemented distributed fiber sensors [3].

When the intensity of the back-propagating light is measured
over time, and the position of the mechanical damage is deter-
mined based on the speed of light inside the fiber, the method
is known as Optical Time Domain Reflectometry (OTDR) [4].
In OTDR applications, spatial resolution and dynamic range
come as a trade-off since strengthening the pulse for enhanced
reach usually affects the pulse width and diminishes the 2-point
resolution [5]. To alleviate such trade-off, a photon-counting
OTDR (PC-OTDR) can be assembled, where a single-photon
detector is employed and a detection management system must
be integrated for consistent results [6]. In recent works [7],
[8], PC-OTDR systems have been developed where a train of
detection gates allows for several positions of the fiber to be
interrogated with a single optical pulse. Employing the same
mechanism in systems with centimeter-range resolutions, which
can benefit both optical fiber monitoring and sensor applica-
tions, has been elusive. In [9], for instance, a system making
use of two different PC-OTDR variants was demonstrated in
order to achieve centimeter-range resolution in km-range fibers
without the drawback of low data acquisition rate imposed by
the high-resolution acquisition procedure. There, extra signal
processing steps had to be taken into account, which reduced
the total monitoring speed.

In this work, a 15 dB dynamic range and 4.6 cm spatial
resolution tunable photon-counting optical time-domain reflec-
tometer (PC-OTDR) is presented along with a joint Field Pro-
grammable Gate Array (FPGA) and Time-to-Digital Converter
(TDC)-based detection management system that allows several
regions of the fiber to be interrogated by the same optical
pulse. The optical pulse generation is implemented by a figure-8
passively mode-locked laser containing a tunable optical filter
that ensures that the probing pulses are generated within the
desired bandwidth and center wavelength for WDM applica-
tions. The developed detection procedure allows increasing the
data acquisition rate by a factor that depends on the operator’s
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choice of detection window length and detection gate train
period. The results indicate that portions of the fiber separated
by 200 meters can be interrogated by the same optical pulse
without debilitating effects coming from the afterpulse effect.
Centimeter-range monitoring of km-range fibers in under 20
minutes in a wavelength division multiplexing (WDM) scenario
are demonstrated in this paper.

The paper is divided as follows. The architecture and its
sub-systems are presented in Section II, where the arrangement
of the devices, individual characteristics, and data management
are presented and discussed. Section III approaches the charac-
teristics of the full system with respect to its achievable spatial
resolution and dynamic range, tunability, acquisition rate, and
limitations on such. Section IV provides discussion on possible
applications and optimizations of the system and concludes with
the major contributions and future works.

II. ARCHITECTURE

The basic operation of a PC-OTDR begins with the optical
pulse generation sub-system, which creates light pulses at a rate
such that only one pulse traverses the fiber at a time. Under this
condition, back-propagating light created due to either scattering
or reflection of the interrogation pulse can be collected by means
of an optical circulator and sent to a single-photon detector. It is
the task of the data acquisition sub-system to correctly associate
detections to time windows such that, with an estimate of the
fiber’s refractive index and the speed of light, one can determine
the positions where the back-propagating signals originate from.
In mathematical form, di = c

2n ti, where c is the speed of light in
vacuum, n is the refractive index of the fiber and ti is the round-
trip travel time of the i-th detected pulse, taken into account by
the factor 2 in the denominator.

In order to simplify the analysis of the OTDR signal, one can
ignore the non-linear effects associated to the transmission of
optical signals, which allow the employment of linear system
abstractions such as the transfer function and the impulse re-
sponse. In this context, and since the optical fiber is a two-port
network, the OTDR procures to measure the impulse response
h(t) of the fiber’s S11 parameter, or h11(t); in fact, optical
frequency-domain reflectometry (OFDR) techniques [10] such
as the Incoherent- and Coherent-OFDR attempt to assess the
transfer function H11(f) of the fiber, which is intimately related
to h11(t) via a Fourier transform. Due to the intrinsic attenuation
of light inside an optical fiber, h11(t), which, when translated
into distance is usually referred to as the fiber profile, exhibits
an exponential decay; it is, thus, usual to display the fiber profile
in logarithmic scale with a linear negative slope, where eventual
breaks can be associated to power losses [11], [12].

It becomes clear that the spatial resolution achievable in the
measurement of the fiber profile is limited by the temporal width
of the interrogating pulse, p(t), since

heff
11(t) = h11(t) ∗ p(t), (1)

where heff
11(t) stands for the effectively measured fiber profile.

At the same time, the overall energy contained in p(t) will
determine the amount of attenuation that it can withold while
still allowing for a higher-than-one signal-to-noise ratio (SNR

> 1) measurement in the detector. Assuming saturation of the
optical pulse generation structure, in order to increase the op-
tical energy contained in the probing pulse, its width must be
increased, thereby constituting the so-called trade-off between
spatial resolution and dynamic range. Attempting to extract the
maximum of both ends of this trade-off, one can employ sources
of high-power narrow optical pulses and low noise-equivalent
power (NEP) detectors. Moreover, management and synchro-
nization of pulse generation and data acquisition is imperative
for efficient long-reach high-resolution measurement. In the
following sub-sections, these two sub-systems (optical pulse
generation and data acquisition) are presented in detail.

A. Optical Pulse Generation

The optical pulse generation sub-system is comprised of a
figure-eight passively mode-locked laser (F8-PMLL). Such laser
configuration has been shown to produce sub-picosecond pulses
at different wavelengths [13], rendering its application for a
tunable, long-reach, high-resolution time-domain reflectometer.
Mode-locked lasers rely on saturable absorbers to create a fixed
phase relation between the spectral modes allowed within its
optical resonator cavity. Under the mode-locked condition, the
temporal shape of the output signal is given by a coherent
weighted sum of such allowed spectral modes or, mathemati-
cally:

p(t) =

N/2∑

n=−N/2

cne−i2π(ω0+n·f0)t, (2)

where cn are the individual weigths of each spectral modes (or
Fourier coefficients), ω0 is the laser’s center frequency, f0 is
the optical cavity’s free-spectral range (FSR), and N is the total
number of allowed spectral modes within the laser bandwidth
Δω, where N = Δω/f0. Equation 2 states that the cavity modes
constitute a Fourier series of the output signal, which will
correspond to periodically emitted pulses since the spectrum,
during mode-locked operation, takes the form of a frequency
comb.

Mode-locking can be achieved either actively (through inten-
sity and/or phase modulation) or passively in either free-space
or fiber cavities [14]. Among others, the main advantages of
fiber-based mode-locked lasers include low propagation loss, the
possibility of creating high Q value kilometer-long fiber cavities,
and the fact that erbium-doped fiber amplifiers (EDFAs) and
fiber-pigtailed semiconductor optical amplifiers (SOAs) can be
used as the gain media [14]. Figuring as physical mechanisms
that guarantee mode-locking in PML fiber lasers are nonlinear
polarization rotation [15], dispersion-managed stretched pulse
propagation [16], and the constructive/destructive interference
of counter-propagating longitudinal modes in a so-called non-
linear amplifying loop mirror (NALM) [17]. The latter allows
for the optical switching of the input optical pulses according to
the following mathematical relations:

T = Iout
Iin

= G(1−cos[ΔφNL(G−1)])
2

R = 1 − T ,
(3)
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Fig. 1. The overview of the passively mode-locked figure-8 fiber laser. On the
left-hand side, the nonlinear amplifying loop mirror (NALM) is depicted. On the
right-hand side, the optical cavity with an unidirectional EDFA that determines
the direction of propagation, and a variable optical bandpass filter that determines
the center wavelength of emission are depicted. PC, Polarization Controller.

where Iin/out are the input/output optical intensities, G is the
amplifier gain, ΔφNL is the difference in non-linear phase shift
between the counter-propagating fields in the NALM, and T
and R are the transmissivity and reflectivity of the NALM,
respectively.

When the NALM is combined with a closed fiber loop, it
constitutes a figure-8 laser (F8L), an extremely versatile fiber
structure that finds applications in, for instance, soliton genera-
tion, and has been first reported by Duling [18]. Recently, an F8L
realized with an SOA in the NALM and an EDFA in the optical
cavity has been reported [19], whose design is reproduced in
this work and depicted in Fig. 1. The NALM (left-hand side in
Fig. 1) is composed by an SOA, a Polarization Controller (PC),
and single-mode fibers totalling a length of L1 ≈ 8.42 meters.
The optical cavity (right-hand side in Fig. 1) is formed by a PC, a
90/10 coupler (that allows one to couple a portion of the optical
signal generated in the F8L to the output), a tunable band pass
filter (BPF),an unidirectional EDFA (incorporating an optical
isolator), and single-mode fibers totaling a length of L2 ≈ 36.38
meters.

In the NALM, a periodic transmission and reflection of the
optical pulses occurs as a function of the instantaneous input
power and the non-linear phase shift between the longitudinal
counter-propagating modes supported by the NALM cavity.
Therefore, if an optical pulse is formed in the F8-PMLL and its
peak power satisfies the transmission conditions of the NALM,
it will propagate in the F8-PMLL according to the direction
dictated by the optical isolator; otherwise, it will be reflected
by the NALM and eliminated by the EDFA’s isolator [20].
The polarization controller of the left-hand side loop (1) can
be adjusted to control the birefringence in the fiber and, in
turn, the non-linear phase shift factor in Eq. 3. This way, the
interference of the counter-propagating longitudinal modes on
the 50/50 coupler can be adjusted such that only input pulses of a
certain intensity are transmitted, while lower pulses are reflected
and extinguished in the EDFA’s isolator. The center wavelength
of emission of the F8L is dictated by the BPF, which is tunable
in the range 1530–1565 nm covering the telecommunication
C-band as depicted in Fig. 2.

Under fundamental mode operation, the F8-PMLL presented
in Fig. 1 produces 303 ps-wide pulses spaced by 224 ns (a
repetition rate of 4.46 MHz), the former determined by a total
1.39 GHz emission bandwidth and, the latter, by the overall
length of the fiber cavity of 44.8 meters. To achieve such condi-
tions, other than correctly adjusting the PCs, the injection current

Fig. 2. Center wavelength tunability of the employed F8-PMLL. The band-
width, measured with a high-resolution (16 MHz) optical spectrum analyzer, is
11 pm at all center wavelengths.

Fig. 3. Temporal shape of the generated optical signal in the passive mode-
locked figure-8 laser. The pulse separation of 224 ns matches the resonator length
of 44.8 meters and the pulse temporal width is 303 ps, which limits the spatial
resolution of the PC-OTDR to 3.07 cm.

of the SOA should be approximately 300 mA, which translates
into optical pulses with 4 pJ energy level and 13 mW peak
power. Under these conditions, the wavelength tunability of the
F8-PMLL is rather simple in terms of PC alignment; on the other
hand, the pulse peak power limits the achievable dynamic range.
In order to maintain the ease of tunability of the system while
also increasing the dynamic range, the output pulses were sent
to a second EDFA, which yields optical pulses with 25 pJ energy
level and 83 mW peak power. Due to the broad bandwidth of the
EDFA, the width of the optical pulses, after amplification, was
not compromised, as presented in Fig. 3; the output spectrum,
measured in a electrical spectrum analyzer (ESA), corroborates
the timing characteristics of the optical signal, and is presented
in Fig. 4.

B. Data Acquisition

Data acquisition is performed in synchronization with an
enabling pulse from a high-speed optical switch that guarantees
that a single probing pulse is traversing the fiber at a time.
This is necessary since the rate of pulse emission from the
PML described in the previous subsection (which is entirely
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Fig. 4. Spectral characterization of the generated optical signal with respect
to the central wavelength of 1550.058 nm. The spectral comb-shape exhibits
a finesse F = 6371.43, with a bandwidth (δf ) of 700 Hz and a free-spectral
range (FSR) of 4.46 MHz, which matches the resonator length of 44.8 meters.

Fig. 5. Block diagram of the data acquisition system including the synchro-
nization with the F8-MPLL; optical fibers are blue lines and pink lines are
electrical signals. D1, p-i-n photodetector; Dr, electronic driver; OD, optical
delay; FC, fiber circulator; VOA, variable optical attenuator; FUT, fiber under
test. The black arrows indicate the direction of the electric and optical signals
for ease of visualization.

determined by the cavity length of the optical resonator) might
not match this condition. The pulse selection is accomplished
through an SOA triggered by a short (2 ns, 300 mA) pulse, which,
under these conditions, imparts a 1 dB insertion loss on the
optical pulse and creates an ASE noise level of−9.6 dBm, setting
the probing pulse’s extinction ratio to 27 dB. This triggering
pulse, in turn, is synchronized to the incoming pulse from the
PML by detecting a small portion of its output using a 90/10
beam splitter.

The block diagram of the data acquisition sub-system is
depicted in Fig. 5. Synchronization is crucial not only between
the PML and the SOA but, also, between these and a Field
Programmable Gate Array (FPGA), a Time-to-Digital Converter
(TDC), and the single-photon detector that manage the detection
of the backscattered portion of the probe pulse. A Digital Delay
Generator (DDG1), triggered by detections from the F8-PMLL
pulses, is responsible for reducing the rate of pulses launched
into the fiber by means of an internal prescaler. It is also
responsible for generating a delayed trigger (τp) for a second
DDG (DDG2) that works in burst mode; the importance of τp

will be clarified further on. DDG2 then generates a sequence
of evenly-spaced (τb) electrical pulses that act on the TDC as
a start pulse and are also routed to the FPGA. The FPGA is
programmed such that the pulse received by DDG2 goes through
an AND gate and is enabled according to a pre-defined signal

er, whose function will also be clarified further on; presently, er

is considered always high, for simplicity.
The output of the FPGA’s AND gate is directed to the enable

input of the SPD, opening a detection window (τd) whose width
can be tuned between 5 and 35 ns. If a detection occurs within
this detection window, the detection pulse of the SPD is directed
to the stop input of the TDC where the time difference between
start and stop pulses is determined. The detection pulse is also
sent to the FPGA, that records the occurrence of a detection. In
case no detection occurs, the subsequent pulse from DDG2 will
reinitialize the process and the FPGA will record the absence of a
detection in the previous detection window. The FPGA can, then,
produce a simple binary indexed list to backtrack the detection
events: 1’s correspond to the occurrence of a detection; and 0’s
to no detection.

The fact that the system is able to reinitialize the data acqui-
sition at every new cycle of the burst of DDG2 allows a single
optical pulse to probe regions of the fiber spaced by d = c

2nτb. In
order to reconstruct the fiber profile, one is required to measure
the time between the pulse being launched into the fiber and any
of the stop pulses, which can be accomplished by combining
the information from the FPGA and the TDC. This is due to the
TDC’s data storage procedure, which piles up the time between
the start and stop pulses only when a corresponding stop occurs;
the FPGA provides, thus, a means of associating the times in the
TDC to the correct detection windows which produced them.
Furthermore, since τp represents an offset in time between the
probing pulse being launched into the fiber and the opening of
the detection windows, it must also be taken into account in
order to write any detection time as:

τdet = τp + iτb + τ i
TDC, (4)

where i corresponds to the index of the respective enabling pulse
of DDG2 in which a detection was recorded and τTDC is the time
stored in the TDC after a detection.

Clearly, in order to probe all the points in the fiber, τp must
be swept so that it covers the distance between two consecutive
detection windows. The total number of steps for τp can then
be calculated according to τb

τd
and has a direct impact on the

total measurement time, as will be discussed in the next section.
In order to clarify the whole procedure, Fig. 6 depicts, in (a),
the time panels of all the relevant optical and electrical signals
associated to the data acquisition subsystem. In (b), the event
lists contained within the FPGA and the TDC are pictorially
depicted as well as the procedure for combining the two lists
and creating the fiber profile.

III. THE FAST ACQUISITION TUNABLE HIGH-RESOLUTION

PC-OTDR

Combining the previously described sub-systems culminates
in an optical reflectometry-based measurement system that
yields a spatial resolution in the centimeter range with both
achievable dynamic range and data acquisition rates higher
than related state-of-the-art systems; furthermore, the system
is tunable around the telecommunication C-band and exhibits
narrow bandwidth, making it ideal for supervision of currently
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Fig. 6. Data acquisition subsystem procedure. (a) Time panel of relevant
electrical and optical pulses. The zoomed region represents two different sit-
uations, i.e., detection windows with and without an associated detection pulse.
Furthermore, the time between the enabling of the detector and the arrival of
the detection pulse (different for the two depicted events) is recorded by the
TDC as τTDC. (b) The detection system for reconstruction of the fiber profile
based on the event lists from the FPGA and the TDC. On the left hand side,
the connections between the devices is depicted as a block diagram including a
personal computer; optical fibers are blue lines, pink lines are electrical signals,
and black lines are data buses. The right hand side depicts the combination of
the results from the event lists that allow for the reconstruction of τdet.

Fig. 7. Dynamic range (15 dB) and spatial resolution (4.6 cm) achieved with
the proposed OTDR system. The wavelength of operation of the F8-PMLL for
these results was 1550.058 nm, and the total measurement time was 5 minutes.

deployed optical networks relying on wavelength division mul-
tiplexing (WDM), such as WDM Passive Optical Networks
(WDM-PON).

In order to characterize the system’s operation parameters,
OTDR profiles of different fibers have been measured; depend-
ing on the figure of merit of interest, the condition of the
measurement also changed. This is because, even with the higher
data acquisition rates propitiated by the proposed system, mea-
surements of km-long fibers that achieve the full dynamic range
of the system still require long measuring times. In Fig. 7, for
instance, the dynamic range and spatial resolution are showcased

using an 8-km fiber; only the measurements of detection win-
dows associated to a fixed τp were acquired, however, but during
an extended 5-min measurement time (tmeas).

For this measurement, a detection window τd = 20 ns and a
burst period τb = 2 μs were used, yielding a 15 dB dynamic
range, calculated by taking the difference, in dB, between the
initial point of the profile and the 1.5-dB point below the noise
level (which coincides with the average value of the noise) [21],
i.e., detections associated to positions “outside” the fiber. The
value of the dynamic range agrees well with the prediction
based on the mean number of photons per detection window
at the initial position of the fiber (0.45), the rate of emission
of probing pulses into the fiber (9 KHz), and the dark count
rate of the detector (5 per second). The VOA at the input of
the SPD guarantees that the mean number of photons impinging
on the SPD is such that multi-photon detection is reduced so
that the OTDR trace exhibits no saturation effects [8]. The VOA
attenuation is set to ∼15 dB, calculated based on the pulse peak
power at the input of the fiber, the photon’s energy, and the
Rayleigh scattering coefficient. Under these conditions, the rate
difference between detections (4100 per second) and dark counts
equates to 14.5 dB, a good estimate of the achieved dynamic
range in Fig. 7. The SPD operates at an efficiency of 5%, and
the counting rate is 180,000 per second.

The total amount of time necessary to reproduce the results
with the same dynamic range, but for all points in the fiber,
would be τb

τd
tmeas ≈ 8 hours, which is the reason why these

were not measured. The spatial resolution was determined by the
full width at half maximum of a lorentzian fit into a reflection
peak at the fiber’s end to be 4.6 cm as shown in the inset of
Fig. 7. This value, which differs from the limit induced by the
temporal width of the probing pulse, is attributed, mainly, to the
jitter of the SPD, although the jitter associated to the F8-PMLL
and to both the TDC and DDG also contribute. These values
have been experimentally determined to be 350 ps, 20 ps, 40 ps,
and 45 ps, respectively, which, combined with the pulse width,
amount to a spatial resolution of 4.9 cm, which agrees well with
the experimentally determined values.

In order to showcase the capability of the system to perform
tunable and fast fiber profile measurements with centimeter
resolution, an arrayed waveguide grating (AWG) was employed.
A 4-km feeder fiber (between the measurement system and the
AWG) is followed by four different fibers (L1 = 4 km, L2 =
8 km, L3 = 0.9 km, L4 = 3 km) each connected to a different
channel of the AWG, as follows: Ch 03, λ = 1534.09 nm, L1;
Ch 09, λ = 1539.8 nm, L2; Ch 15, λ = 1544.0 nm, L3; Ch 22,
λ = 1550.0 nm, L4. For these results, the measurement time for
each of the values of τp was set to ten seconds, and the number
of total steps necessary in order to cover all the points in the fiber
was τb

τd
= 2μs

20 ns = 100, totalizing a measurement time of ∼16.7
minutes. Interrogation of each individual channel is possible by
tuning the F8-PMLL center wavelength accordingly, and the
results are presented in Fig. 8.

Under these conditions, the amount of detection events are
still not enough to reach the full dynamic range of the system, as
previously commented, and as clearly depicted in the traces of
Fig. 8. Even under such short measurement time conditions,
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Fig. 8. Full fiber measurements of four distinct AWG channels, corresponding
to different wavelengths. The tunability of the F8-PMLL allows for each channel
to be probed individually. Total measurement time is ∼16.7 minutes for each of
the channels. Detection peaks observed at the end of the fiber profiles correspond
to afterpulsing due to the high reflection peak at the fiber end.

however, the system was able to achieve a quite expressive
∼12 dB dynamic range. Furthermore, the system showcases
tunable centimeter-resolution measurements of km-range fibers
in minute-range times, an outstanding result in comparison with
state-of-the-art systems. Due to its performance, the system is
dubbed the Fast Acquisition High-Resolution Photon Counting
OTDR.

A. Acquisition Rate and Afterpulse Probability

It is noteworthy that the burst period τb determines the
speed-up in data acquisition of the proposed system, since a
single optical probing pulse sent into the fiber can be used to
interrogate multiple regions. Enabling more detection windows
per optical pulse, which corresponds to decreasing τb, even
though positive in the sense of higher data acquisition rate,
has an associated effect related to the afterpulse probability of
the employed gated avalanche single-photon detectors. As the
effective detector deadtime between two detection windows is
reduced, the probability of a delayed release of a trapped carrier
inside the semiconductor junction increases exponentialy [22].

For regions of the fiber where the counts associated to
Rayleigh backscattered photons is above the noise (coming
either from the intrinsic dark count rate of the detector of from
the afterpulsing probability), the effect is not apparent; however,
when one analyzes the detections outside of the fiber, where only
the detector’s intrinsic noise (dark count rate) should play a role,
the effect becomes clear, as in positions L ≥ 8.2 km of Fig. 7. In
fact, if the separation between detection windows is too small,
one can extrapolate the impact of the afterpulsing effect and
expect that it completely degrades the measured OTDR profile,
erasing all relevant information about the fiber.

Analyzing the impact of the afterpulse probability on the de-
tections permits finding a set of parameters compatible with the
sought after higher data acquisition rates while still minimizing
as much as possible its contribution. Experimental results are

Fig. 9. Noise level, in dB, relative to the SPD’s intrinsic dark count rate as
the separation between detection windows and the width of such windows is
varied. The exponential decay is expected from the behavior of the afterpulse
probability as a function of deadtime [23].

presented in Fig. 9, where the difference, in dB, between the
intrinsic noise level of the system, associated to the detector’s
dark count rate, and the noise level when the afterpulse is present,
has been used as a figure of merit when the detection window
length τd and the burst period τb are varied. In order to provide
more insight into the results, the horizontal axis is presented in
both μs and in meters, i.e., the associated distance separation, in
the fiber, between two consecutive detection windows.

As can be clearly seen from Fig. 9, the afterpulse probability
dominates the noise baseline level unless the separation between
consecutive detection windows is longer than 1 km. Simultane-
ously, the number of necessary windows τb

τd
for complete fiber

measurements increases by a factor of 5, under these conditions,
with respect to the measurements of Fig. 8. Therefore, and since
the impact of the afterpulse is not as critical on the noise level
as the impact of increasing τb is on the timing, the parameters
used in the measurement could be loosely selected as τb = 2 μs
and τd = 20 ns.

B. Discussion

It is clear that one of the major benefits of the proposed system
is the capability of monitoring wavelength multiplexed networks
with telecom-compatible wavelengths, which is available due
to the tunability of the F8-PMLL. However, short-distance
high-capacity optical networks operating at the near-infrared
region of the spectrum are attracting a lot of attention [24], and
high-resolution monitoring is of great interest in this context. In
fact, a photon-counting OTDR system operating at this wave-
length and making use of a gain-switched laser was recently
demonstrated [25]. There, the acquisition rate is still limited
since, for each probing pulse launched into the fiber, only a single
detection window is enabled. Fortunately, the herewith proposed
acquisition system can be readily adapted to work in that and
any other photon-counting OTDR system with equal or even
higher gains, since the silicon-based single-photon detectors
compatible with that system exhibit lower dark count rates,
higher detection efficiency, and smaller afterpulse probability.
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Systems such as the one in [26], where a superconducting
nanowire single-photon detector compatible with the telecom
wavelength was employed in a PC-OTDR, or the one in [27],
where a 30-dB dynamic range was achieved but with a total
monitoring time of 6 hours, would likewise benefit from the
proposed acquisition system.

It is noteworthy that the solution found in [9] to achieve
cm-resolution fault detection at long-distances would also ben-
efit from the high-rate acquisition system. There, a coarse and
long-reach PC-OTDR system first acquires information about
the fiber profile, which is followed by a signal processing routine
that identifies possible candidates that are, then, individually
interrogated by a fine PC-OTDR system. The limitation on the
acquisition system, however, causes the total monitoring time
to scale with the number of identified candidates, which is
overcome with the current acquisition system, since multiple
fault candidates can be interrogated simultaneously.

On one hand, thus, the acquisition system proposed and
demonstrated in this work enables the high-resolution moni-
toring of long-distance fibers by greatly increasing the rate of
data acquisition. On the other, the much higher event detection
rate on the SPAD uncovers an application bottleneck associated
to the maximum data capacity of the employed TDC. The fact
that the current TDC is limited to 180 thousand samples per
second caused the detection efficiency to be reduced to 5%
in order to avoid loss of data; for higher values of detection
efficiency the detection rate overloads the TDC. Employing
a TDC with higher data capacity will allow for even higher
data acquisition gains and could usher the replacement of the
current avalanche single-photon detectors by superconducting
nanowire single-photon detectors (SNSPD) that offer not only
higher detection efficiency but also free-running operation.

The gain in speed over other centimeter-resolution PC-OTDR
solutions is determined by the number of extra detection win-
dows that the proposed system is capable of offering. Since this
number will change if the fiber length increases and can also
be leveraged against an increased contribution of the afterpulse
effect (as shown in Fig. 9), this number is hardly determined. For
the measurement conditions showcased in Fig. 7, however, 20
detection windows (within the fiber span) are available, which
translates into a 20-fold factor in acquisition time in comparison
with state-of-the-art solutions where only a single detection win-
dow is opened per optical pulse sent into the fiber [9], [25]. For
the results of Figure 8, because the length of the fiber changes, the
timing gain for the full-fiber measurement would vary between
10 and 20 using the current (limiting) devices and a reduced effi-
ciency of the SPD. State-of-the-art (Superconducting Nanowire)
Single-Photon Detectors offer absence of afterpulsing, higher
than 90% detection efficiency, and as high as 100 ns deadtimes
with 100 ps jitter. Allied to high-speed TDC modules, the system
could perform the measurements showcased in Figs. 7 and 8 in
under a minute with higher resolution (due to the reduced jitter)
and higher dynamic range (due to the absence of afterpulsing).

When compared to other monitoring solutions, which do
not rely on photon-counting for fiber monitoring, the Fast Ac-
quisition Tunable PC-OTDR exhibits an unique combination
of characteristics that make it competitive with respect to the

state-of-the-art. For instance, a chaos-OTDR able to achieve
similar (centimeter) resolution in long distance measurements
has been demonstrated [28], with monitoring times as low as
2 ms. However, the technique is limited to identifying reflective
events in a fiber. It is important to highlight that, even though
used in a different context in [28], filtered broadband sources are
not indicated for the measurements presented in Fig. 7 and 8. The
fact that the demonstrated spatial resolution can be maintained
for long-distance measurements is only possible due to the
tunable F8-PMLL, which creates short-pulses with a relatively
narrow spectral bandwidth. This way, chromatic dispersion does
not severely limit the spatial resolution as more distant positions
of the fiber are probed. In e.g. [29], a filtered broad band source
was used to perform centimeter resolution measurements and a
study of the impact of the chromatic dispersion (as the spectral
bandwidth of the filter was varied) in the achievable spatial
resolution was performed.

IV. CONCLUSION

By combining the time resolution of a TDC with the manage-
ment capabilities of an FPGA, a detection system could be devel-
oped that allows for high resolution measurements with high data
acquisition rates. This structure, when employed together with
an optical pulse generation system that allows for wavelength
tunability and high-peak-power narrow pulses culminates into
the fast acquisition tunable high-resolution photon-counting
OTDR, with an achievable spatial resolution of 4.6 cm and
15 dB dynamic range. The current bottleneck of the system is
the throughput of the TDC, that handles a limited amount of
detection events. Improving the TDC’s data handling capacity,
narrowing the pulse width of the F8-PMLL, and migrating
the detection system in order to make use of superconducting
nanowire single-photon detectors are the main future points of
investigation, which have the potential to lead to sub-centimeter
spatial resolution with an even higher achievable dynamic range.
The realization of a system where a single optical pulse can be
used to monitor distinct positions of a fiber in a high-resolution
photon-counting OTDR enables dramatic gains in acquisition
time and, in turn, full long-distance fiber measurements with
centimeter resolution.
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FPGA-Embedded Linearized Bregman Iterations
Algorithm for Trend Break Detection
Felipe Calliari1*, Gustavo C. Amaral1,2 and Michael Lunglmayr3

Abstract

Detection of level shifts in a noisy signal, or trend break detection, is a problem that appears in several research
fields, from biophysics to optics and economics. Although many algorithms have been developed to deal with such
a problem, accurate and low-complexity trend break detection is still an active topic of research. The Linearized
Bregman Iterations have been recently presented as a low-complexity and computationally-efficient algorithm to
tackle this problem, with a formidable structure that could benefit immensely from hardware implementation. In
this work, a hardware architecture of the Linearized Bregman Iterations algorithm is presented and tested on a
Field Programmable Gate Array (FPGA). The hardware is synthesized in different sized FPGAs and the percentage
of used hardware, as well as the maximum frequency enabled by the design, indicate that an approximately
100 gain factor in processing time, concerning the software implementation, can be achieved. This represents a
tremendous advantage in using a dedicated unit for trend break detection applications. The proposed architecture
is compared with a state-of-the-art hardware structure for sparse estimation and the results indicate that its
performance concerning trend break detection is much more pronounced while, at the same time, being the
indicated solution for long datasets.

Keywords: Linearized Bregman Iterations; Trend Break Detection; FPGA

1 Introduction
Trend break detection in the presence of noise is a
broad problem that can be found across different re-
search fields [1–4]. For that reason, several different
methodologies have been proposed in the literature
[5–7], with the ones that make use of `1 regularization
to counter the problem’s inherent high-dimensionality
arguably figuring as the most successful ones [8, 9].
Such an approach is required for highly reliable esti-
mation results [7]. Even though such regularization
allows the problem to be solved in a computationally
efficient manner (usually associated to a complexity
which is proportional to a polynomial function of the
number of inputs), the fact that a computer can solve
the problem does not necessarily mean that the result
is achieved quickly, practically speaking. In certain con-
texts, achieving elapsed algorithm times in the order of
seconds as opposed to minutes may yield a substantial
impact on the application [10].

It is a widespread notion that certain problems, de-
spite their complexity, may be accelerated depending

*Correspondence: felipe.calliari@opto.cetuc.puc-rio.br
1Center for Telecommunications Studies, Pontifical Catholic University of

Rio de Janeiro, Marquês de São Vicente, 22451-900, Rio de Janeiro, BR

Full list of author information is available at the end of the article

on the implementation; parallel programming, in which
several parts of the same procedure are processed inde-
pendently and simultaneously, is one of the most cele-
brated examples [11]. Field Programmable Gate Arrays
(FPGAs) are extremely versatile hardware structures
that offer [12–14]: great flexibility to design high speed
high-density digital hardware; easiness of programabil-
ity and reconfiguration; energy efficiency; high resource
utilization; low cost; and the possibility to combine
parallel processing structures with serial control units.
FPGAs have been used as a versatile computing plat-
form accelerating algorithms through dedicated and
carefully designed architectures in a wide range of fields
[15] such as cryptography [16], image processing [17],
and machine learning [18].

1.1 Motivation and Contributions
Recently, Linearized Bregman Iterations (LBI), a class
of implementation-efficient and low-complexity algo-
rithms, has been presented as an extremely attractive
solution for trend break detection [1]. There, it was
shown that the LBI algorithm outperforms the classi-
cal LASSO solution in the specific problem of trend
break detection for fiber fault analysis. In this case, the
better performance can be attributed to two factors.
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First it is well known that combined L1/L2 regular-
ization terms can handle problems where estimation
vectors with correlated elements are expected better
than the LASSO solution [19] and the problem at hand
is expected to have such correlations. Second, the strict
convexity when using a combined L1/L2 term in the
cost function has been reported to improve the con-
vergence behavior of sparse estimation algorithms [20].
Furthermore, both the structure of the trend break
detection problem and of the LBI algorithm’s allow
for simple hardware units, relying mainly on adders
and efficient memory management, to conduct the core
procedure, thereby avoiding hardware-complex multi-
plication and division operations [21]. In [1], the focus
is on detection of trend breaks associated to fiber faults:
to ensure robustness of network operation, detection of
such faults must be remedied as fast as possible; this,
in turn, creates a demand for highly reliable and fast
trend break detection results, since a network operator
might have several thousand optical fibers under his re-
sponsibility [22,23] and, thus, the faster data associated
with one link can be processed, the faster information
about all links will be available.

The possibility of increasing the time efficiency of
the algorithm due to its hardware implementation is of
great interest in this context, as pictorially presented in
Fig. 1-a. Furthermore, as the measurement is often done
by stand-alone Optical Time-Domain Reflectometry
(OTDR) devices, the eventual goal is to implement the
processing directly in such a device, where FPGAs are
usually employed. Achieving an FPGA implementation
of the detection algorithm is, then, preferable, since
it would allow data acquisition and processing to be
performed in the same embedded device, as pictorially
presented in Fig. 1-b.

In this work, the hardware implementation of the
LBI algorithm is studied in depth and is simulated
and synthesized for different FPGAs. A novel hard-
ware architecture is presented and its main processing
units are discussed. VHDL simulation environments
enable a step-by-step comparison and validation of
the processing stages referenced by the computer algo-
rithm implementation [1]. Hardware synthesis results
allow determination of both device usage with different
FPGA sizes and maximum clock frequency; the latter,
combined with the average number of clock cycles per
iteration loop, make total processing time calculation
possible for different problem instance sizes. A reduc-
tion factor on the elapsed algorithm time of approxi-
mately 100 is achieved, which represents a substantial
upgrade and warrants usage of dedicated hardware for
trend break detection. The main overall contributions
of this work are discriminated below:

PLMDT TX
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Centralized Network
Manager
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y
si
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Data Acq.

PG

PD

FPGA

Physical Layer
Monitoring (PLM)
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LBI Data Proc.

Figure 1 Motivation and applications of the proposed
hardware-implementation of the Linearized Bregman Iteration
algorithm. Depicted in (a) is the scenario where a centralized
optical fiber network manager must deal with several links
simultaneously and, being able to expedite the measurement is
beneficial; (DT TX): data transmission unit; (PLM): physical
layer monitoring unit. Depicted in (b) is the combination of a
data acquisition hardware for the PLM (adapted from [10])
along with the data processing hardware implementation of the
LBI algorithm. The optical pulse generation (PG) unit launches
a probing pulse into the fiber, while the data acquisition system,
together with an optical circulator and an optical pulse
detection (PD), acquires the reflected optical power and
produce a fiber profile.

• Speed-ups of the order of 100 times in the hardware
implementation with respect to the software im-
plementation of the LBI algorithm for trend break
detection. The speed-ups are solely attributed to
the hardware architecture and the usage of parallel-
pipelined arithmetic units (such as the so-called
pipelined adder tree) and to efficient memory orga-
nization and control, since no loss of performance
is identified between hardware and software imple-
mentations.

• A comprehensive analysis of the hardware archi-
tecture, including the main processing and control
units that allow for the algorithm structure to be
implemented in hardware. This analysis provides
a straightforward means to determining the total
number of clock cycles necessary for the algorithm
to elapse.

• A software implementation of the algorithm, that
has been validated bit-wise with respect to the
hardware implementation, thereby allowing for
the results of the proposed implementation to be
verified in a simulated environment.
• Comparison, with respect to both performance and

hardware characteristics, of the proposed hardware
implementation with state-of-the-art hardware im-
plementations of the Orthogonal Matching Pursuit
algorithm, which is used in the context of sparse

DBD
PUC-Rio - Certificação Digital Nº 1721477/CA



Calliari et al. Page 3 of 17

estimation and finds widespread interest in the
current literature.

The paper is divided as follows. In Section 3, a brief
review of the LBI algorithm for trend break detection is
performed, including the structure of the candidate ma-
trix and the pseudocode based on which the hardware
architecture is developed. Section 4 presents the digi-
tal hardware architectural concept as well as focused
descriptions of its main units; the estimated number
of clock cycles until the algorithm elapses is derived
based on this architecture. In Section 5, comparative re-
sults between the simulated hardware implementation
and its Julia-based software counterpart are discussed.
Synthesis parameters for two target FPGAs (Altera
Cyclone V and Altera Stratix V) are also re-
ported. Case studies (both for a real-world fiber profile
and simulated data series) are discussed in Section 6.1.
Section 6.2 is dedicated to the comparative analysis
between the proposed architecture and a state-of-the-
art algorithm in the context of trend break detection.
Finally, Section 6.2 concludes the paper.

2 Methods
The aim of this work was to develop and evaluate a
hardware architecture to accelerate sparse estimation
for reliably solving the trend break detection problem.
To evaluate the capabilities of the proposed architecture
the following methods have been used:
• A commercially available state-of-the-art synthesis

software (INTEL QUARTUS PRIME) was used
to evaluate the maximum clock frequency and the
device occupation of the design for different sizes
(i.e. the number of used block RAMs in parallel).
• An analytical description was developed and used

(validated by hardware simulation) to calculate
the number of clock cycles necessary to perform
the estimation tasks.
• A bit-true simulation environment was developed

and, after bit-true validation against a commer-
cially available hardware simulation tool (Mentor
Graphics Modelsim), it was used to evaluate the
performance of the proposed architecture in large-
scale simulation studies.
• The bit-true simulation results of the hardware

implementation are compared to double precision
floating-point results in terms of their averaged
squared error norms.
• A real-world data set measured in the lab by an

Optical Time-Domain Reflectometry measurement
device has been used to evaluate the algorithm,
both in double precision floating point as well as
in its bit-true quantized version used in hardware.
• The LBI algorithm discussed in this work is com-

pared to the OMP algorithm based on simulation

studies and the thereby calculated figures of merit:

the precision and the Matthews correlation coeffi-

cient.

• The LBI algorithm and the OMP algorithm are

compared based on their computational complexity

analysis.

3 The Linearized Bregman Iterations
Algorithm for Trend Break Detection

Under the assumption that the trend break detection

problem is a sparse one, i.e., the number of candidate

vectors that describe the signal of interest is much

smaller than the number of observations, it can be cast

into the combined `1/`2 problem of the form [1]:

min
β
λ||β||1 +

1

2
||β||22 s.t. Aβ = y, (1)

where A is the dictionary, with each candidate vector

stored in a column, β is the vector containing the coeffi-

cients of the weighted linear combination of dictionary

vectors that will approximate the signal of interest rep-

resented by the data series y, and λ is a parameter that

adjusts the weight of the `1 versus the `2 norms in the

cost function. Adaptation of the Linearized Bregman

Iterations algorithm to trend break detection has been

presented in [1] in a context where a linear trend is also

expected in the signal of interest. In order to simplify

and generalize the implementation, this linear trend is

not considered in the current implementation. Incorpo-

rating the linear trend in the proposed architecture is,

however, straightforward.

Throughout the manuscript, the length, in data

points, of the signal of interest y will be defined as

N , i.e., y and β are N -dimensional vectors and A is

an N ×N matrix. The Linearized Bregman Iterations

algorithm has a cyclic structure, involving, in a sin-

gle iteration, an approximate gradient descent (AGD)

followed by a non-linear shrink function of the form:

shrink (vj , λ) = max (|vj | − λ, 0) ·sign (vj) [24]. Due to

the special structure of the candidate dictionary matrix

A for the trend break detection problem, namely:

A =




1 0 0 · · · 0 0
1 1 0 · · · 0 0
1 1 1 · · · 0 0
...

...
...

. . .
...

...
1 1 1 · · · 1 0
1 1 1 · · · 1 1



, (2)
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its storage is not necessary for the AGD calculation, as
the latter can be rewritten as

v(i+1) = v(i) +
ak
||ak||22

(
yk − aTkβ

(i)
)

= v(i) +
ak
||ak||22

(
yk −

k+1∑

s=1

βs

) (3)

where the ak represent rows of the candidate ma-
trix, the superscripted i represents the iteration in-
dex, and the index k ∈ [1 : N ] controls the cyclic re-
use of rows of A as the iteration index evolves, i.e.,
k = mod ((i− 1) , N) + 1.

The ak, in turn, have an interesting structure that
allows the AGD to be further optimized and the cal-
culation to be performed only for those indices where
ak,j 6= 0. In other words (and also considering the fact
that ||ai||22 = k),

v
(i+1)
j =

{
v
(i)
j + 1

k

(
yk −

∑k+1
s=1 βs

)
, ak,j = 1

v
(i)
j , ak,j = 0

,

(4)

which, considering computational implementation,
translates into accessing and manipulating only those
values of vector v(k) up to index j. A final observation
of the structure of matrix A (namely, the fact that
it is a square matrix) reveals that a single index k
is sufficient to control an iteration of the algorithm.
The resulting procedure, presented as pseudocode in
Algorithm 1, efficiently solves the trend break detection
problem with low memory usage.

Algorithm 1 Linearized Bregman Iteration for Trend
Break Detection

Require: Measurement vector y, λ, βstart, vstart, L

Ensure: Estimated β̂

1: β(0) ← βstart

2: v(0) ← vstart

3: i← 1
4: while i < L do
5: k ← mod ((i− 1), N) + 1 . cyclic re-use of rows of

A
6: µk ← 1

k

7: e←
(
yk −

∑k+1
s=1 β

(i)
s

)

. instantaneous error with inner product
8: d← µke
9: for j = 1..k do

10: v(i+1)
j ← v(i)

j + d

11: β
(i+1)
j ← shrink

(
v(i+1)
j , λ

)

12: end for
13: i← i+ 1
14: end while

For the presented algorithm, on average (N−1)/2 ad-
ditions per iteration are required. This can be seen from
Algorithm 1: the first iteration requires 1 addition; the
second 2; and the last N ; culminating in N · (N + 1)/2
additions for N iterations. It is interesting to note that
a single multiplication operation is necessary after the
result of the summation is performed, which greatly
simplifies the procedure and avoids an overload of com-
plex arithmetic structures. As it has been shown in
[1], Linearized Bregman Iterations lead to less com-
plex algorithms than alternative approaches such as
the Adaptive LASSO [7]. Using an FPGA, one could
speed up the additions thereby speeding up a single
iteration, resulting in a speedup of the whole algorithm.
Indeed, as is shown here, this solution allows the core
algorithm to be processed within a fraction of the time
it would take on a high-end server processor.

3.1 Hardware Implementation Considerations of the LBI
Algorithm

3.1.1 The Ordinary Least Squares Final Step
It is important to note that Algorithm 1 is an adapta-
tion of the pseudo-code presented in [1], where only the
computation-heavy part of the procedure is depicted.
Its purpose is to identify the relevant non-zero values of
the β̂ vector that compose the output or, in other words,
reduce the dimension of the detection space focusing
on the subspace spanned by the relevant candidate
vectors. After this procedure, it is usual to perform
an Ordinary Least Square (OLS) in this reduced sub-
space in order to remove any biasing introduced by the
algorithm; operating on the reduced subspace found
by the LBI drastically reduces the complexity of the
OLS. This step, which involves matrices transposing
and inverting, can be efficiently conducted in a stan-
dard personal computer and, even though this could
also be implemented in the same hardware structure
that contains the core algorithm [1], the goal of this
work is to present the latter and the OLS step is left
as a post-processing step to be performed in a different
processing unit.

With respect to the OLS post-processing, interesting
functionalities of so-called Systems On Chip (SOC),
which combine FPGAs with embedded CPUs as, e.g., in
the used Cyclone V, can be harnesed for this goal. In
fact, they enable the delegation of the reduced subspace
OLS problem to the embedded CPU. Measurements
have been performed on the SOC contained in the
Cyclone V running Linux (Ubuntu 16.04) on its dual-
core Arm processor. For typical OLS instance sizes of
15000x20 (a reasonable upper-bound according to [1]
for a 15000 samples fiber profile), a run-time of about
0.15 seconds in the Julia language has been obtained. It
is noteworthy that, in contrast, running the LBI core al-
gorithm (typically requiring 100-200 seconds on a much
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more powerful XEON Server processor) is practically
not feasible on such an embedded CPU. However, as
the measurement results of the OLS problem show, and
due to its negligible time overhead, delegating the OLS
post-processing step to an embedded CPU is indeed
feasible. Once again, even though the ordinary Kacz-
marz algorithm approximately solves the OLS problem
and can re-use blocks from the Sparse Kaczmarz, on
which the LBI algorithm is based, thereby allowing the
implementation of both in the same FPGA chip, this
adaptation would require several design add-ons, which
are not the focus of this research.

In summary, the reason to presently delegate the OLS
step to a CPU is threefold: first, a CPU can easily deal
with the problem in the reduced subspace identified
by the core procedure of the LBI; second, it allows
this work to focus on the core structure of the LBI
algorithm; and, finally, since an embedded CPU might
be already available (as is the case of the Cyclone
V studied here) performing the OLS on the CPU of a
SOC might be the more practical approach.

3.1.2 Scaling and Arithmetic Dynamic Range
Also left as a pre-processing step is the scaling of the
data vector y, which is necessary to ensure the cor-
rect behaviour of step 7 in Algorithm 1 when using
the 20-bit fixed-point format – this seemly arbitrary
value will be clarified in Section 6.1 utilizing limited
arithmetic dynamic range. In other words, one must
make sure that no overflows of the arithmetic dynamic
range is observed when performing the summation of
β values. The scaling is intimately connected to the
available arithmetical dynamic range, which, in turn, is
connected to the memory resources of the FPGA board,
thereby constituting a design-related compromise rela-
tionship. In case of over-scaling, the arithmetic dynamic
range will be hindered; to overcome this, a higher num-
ber of bits can be assigned to the data points, which
then increases the resources necessary in the FPGA
board. On the other hand, in case of under-scaling, the
results may overflow, creating errors that can jeopardize
the algorithm’s convergence. A scaling factor consistent
with the algorithm’s convergence can be determined
according to the following considerations.

The major source for overflows is the sum calculation
of β values in line 7 of Algorithm 1. Empirical tests
conducted based on the testbench developed in [1] indi-
cated that a scaling based on dividing the data vector
y by its maximum value allowed to obtain the results
shown in Sect. 5 without harming overflow effects. This
is due to the firmly non-expansive property [25] of the
shrink function as well as the negative feedback of the

error between
∑k+1

s=1 β
(i)
s and yk (line 7 of Algorithm 1).

To clarify the negative feedback effect, one could multi-

ply both sides of line 7 by -1, i.e., −e = yk−
∑k+1

s=1 β
(i)
s .

This procedure would require µk, in line 10, to also be
multiplied by -1.

The algorithm can, then, be interpreted as a stabi-

lizing loop on the values of v
(i)
j with the mentioned

negative feedback on the deviation between the sum of

β values (functions of v
(i)
j ) and the corresponding yk,

which causes overshoots of the sum of β values to be
immediately corrected in the next iterations. This leads
to the fact that, even in worst case scenarios (multiple
up and down trend breaks in the measurements), the
sum of β values scarcely goes above unit, considering
the above-mentioned normalization procedure. More-
over, even though its ratio of occurrence is negligible, in
the case an overshoot occurs, the excess value would be
small thereby not compromising the convergence of the
algorithm, as the performance of the quantized version
in Sect. 5 demonstrates. The closeness of these results
to the ones obtained using double precision floating
point shows that, practically, harming effects due to
overflow can be neglected.

4 FPGA Architecture
An inherently iterative algorithm and, thus, sequen-

tial in nature, the LBI cannot have its iterations par-
allelized. The operations within an iteration, on the
other hand, could greatly benefit from parallelization.
The challenge is, thus, to design an architecture that
allows high parallelism but that still keeps the effort
for control logic, as well as the datapath, manageable.
Parallelism in digital hardware not only benefits from
parallel calculation units but also, and sometimes more
crucial, from an architecture that efficiently feeds the
required data to the calculation units in a parallel
fashion. Although today’s FPGAs typically provide a
considerable number of block RAMs (BRAMs), these
are implemented in such a way that the number of
BRAMs is reduced in exchange for extensive individual
memory depth as it is beneficial for many applications.

For the current architecture, this represents a trade-
off: while the values of β and v benefit from parallel
access, the values of y are preferably accessed in se-
quential order and, at the same time, using dedicated
BRAMs for y would limit the scalability and flexibility
of the algorithm. For this reason, a combined parallel
adder tree and parallel multiplexer tree architecture
have been implemented for convenient parallel access
to the estimation variables (β and v) involved in the
core calculations of the algorithm as well as efficient
data routing of the values of y.

As already mentioned, even though the iterative na-
ture of the Linearized Bregman Iterations algorithm
does not allow for parallelization over the iterations,
two core operations that permit parallel pipelining can
be identified within a single iteration, as presented in
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Figure 2 Hardware implementation of a single BRAM slice in the LBI core structure. The parallel structures are pictorially depicted in
three-dimensional depth. The Pipelined Multiplexer Tree (PMT) is synchronized to the PAT such that, after a summation, the correct
value of y is ready for subtraction. The value of µk – refer to Algorithm 1 – is calculated in a pipelined CORDIC structure.

Algorithm 1: the summation of k entries of the vector

β; and the processing (including update, shrinkage, and

storage) of vectors v and β. By instantiating parallel

memory structures, both operations, that represent

computational bottlenecks of the algorithm’s iterations,

can be optimized. On one hand, the summation can

be efficiently performed in a so-called parallel adder

tree (PAT) (logarithmic number of time steps) given

that the data can be accessed in parallel. On the other,

parallel processing of the data in vectors v and β can

also be accelerated if load/storage can be performed in

parallel. Since the algorithm relies on the computation

of several iterations to converge, optimizing these two

procedures allows for substantial gains in processing

time.

4.1 Memory Structure

In order to harness the parallel speedup of the PAT,

the entries of vector β must also be accessed in parallel,

which can be accomplished through the instantiation

of parallel Block RAMs (BRAMs). The data storage is

structured as follows:

BRAM(1) BRAM(2) BRAM(M)

t

x




β[TM + 1] β[TM + 2] · · · β[TM +M ]
...

... · · ·
...

β[2M + 1] β[2M + 2] · · · β[2M +M ]
β[M + 1] β[M + 2] · · · β[M +M ]

β[1] β[2] · · · β[M ]



,

−−−−−→
m

(5)

where M is the number of parallel BRAMs available
in the FPGA. In such a structure, a single arbitrary
BRAM, say m, will contain the entries:

[m+ tM ]∀t ∈ [0;T ],m ∈ [1;M ] : T =
⌈
N
M

⌉
,

where the ceiling operator is denoted by d·e.
Vector β, however, is not the only vector stored

throughout processing: vectors y and v are also nec-
essary. Since all these contain the same number N of
entries, the data is sectioned such that the address
depth of each BRAM is divided into three slices with
address pointers (ap) associated with β (βap), y (yap),
and v (vap); βap is arbitrarily set to zero. Under this
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rationale, entries of vectors v and y would appear at
addresses t+vap and t+yap, respectively, even though,
for simplicity, only entries of vector β are shown in
Eq. 5. Using this data storage structure, all positions
[tM + 1 : tM + M ] of either vectors can be accessed
from parallel BRAMs within a clock cycle; such data
segment will henceforth be referred to as a parallel
row, with t the parallel row pointer following its defini-
tion in Eq. 5. A block diagram of the digital hardware
architecture depicting a single BRAM and including
the major structures of the LBI algorithm hardware
implementation is presented in detail in Fig. 2.

Apart from the PAT, a Pipelined Multiplexer Tree
(PMT) is used to select the specific value of the data
series y, namely y (k), from which the result of the
partial summation of β is subtracted from (refer to
line 7 of Algorithm 1). The architecture of the PMT
is such that the number of stages meets that of the
PAT, so synchronization between the two outputs is
naturally ensured. Furthermore, the selection key that
acts on each stage of the PMT is derived from the
cyclic iteration index, k.

The value of µk = 1
k , which involves a computation-

heavy division, has been delegated to a pipelined
CORDIC structure instead of a Look-Up Table (LUT)
since the goal is to delegate the BRAMs for storage
of vectors β, v, and y. The stages of the pipeline are
pre-filled before the iterations are started, requiring
a number of clock cycles equal to its length for com-
plete fill-up: this number has been chosen to be F =
20, providing an accurate estimation of the results of
1/k. Moreover, stage propagation is enabled at each
new iteration, ensuring that the correct value is always
available without limiting the number of clock cycles
per iteration. The reason behind choosing the pipelined
CORDIC structure instead of a LUT for the 1/k cal-
culation is, then, threefold: (i) preventing memory to
be reserved for data other than the vectors β, v, and
y; (ii) no negative implications on the maximum clock
frequency of the design, as evidenced by the Place and
Route results of the full structure – refer to Section 5;
(iii) no negative influence on the number of clock cycles
for each iteration since the initial F clock cycles are not
a part of the iteration but, rather, of the initialization
step.

Based on this memory structure, the amount of clock
cycles necessary to complete the calculation of d (lines
5 to 8 in Algorithm 1) depends both on the number of
data points and on the depth of the PAT, which, in turn,
depends on the number of instantiated (or available)
parallel BRAMs in the hardware structure. For an arbi-
trary iteration cycle, with cyclic index k, the equation
that relates these values to the total number of clock
cycles is C ′r =

⌈
k
M

⌉
+ dlog2Me, where the subscript

refers only to the reading and processing of β values up
to the output of the PAT. Taking into account also the
subsequent subtraction and multiplication steps – refer
to Fig. 2 –, each taking one clock cycle, the total num-
ber of clock cycles amounts to Cr = t̂+ dlog2Me+ 2,
where t̂ =

⌈
k
M

⌉
denotes the maximum value of t during

an iteration.

4.2 PAT Input Control
Even though a parallel row is accessible at each clock
cycle due to the parallel instantiation of the BRAMs,
clearly not all values in the row will be used during a
given iteration with index k. For that reason, a mul-
tiplexer (PAT input MUX in Fig. 2) is connected im-
mediately after the BRAM output with its remaining
input connected to a null value. Due to the additive
identity property of zero, the output of the multiplexer
can be directed to the PAT without the corruption of
the result while accommodating the parallel storage
structure.

The selection signal that controls the PAT input MUX
is derived based on the fact that replacing BRAM out-
puts by zero is only necessary during the last parallel
row access, i.e., when t =

⌈
k
M

⌉
= t̂. Selection is, thus,

based on an auxiliary counter that records the afore-
mentioned value and on a so-called unary code (or
thermometer code), which encodes the last column in-
dex that contributes to the sum. Fig. 3 depicts the
control unit responsible for handling the BRAM input
address and selection of PAT inputs.

Figure 3 Iteration control architecture. Only the selection for
m = 1 is depicted for clarity. The Unary Code is used since, at
a new iteration k, all the outputs from 1 to k should be made
available, i.e., the difference between the iteration k and the
iteration k + 1 is the habilitation of output k + 1; the Unary
Code produces the required output with a minimal footprint.

A new iter strobe generated by the control unit and
the clock signal are the necessary inputs. The cyclic iter-
ation index counter k is implemented through a simple
counter with parallel load dependent on the comparison
with the signal length N . The unary code propagates
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at each new iteration and, when the (M + 1)
th

stage
is reached, it auto-resets while also incrementing the
t̂ counter. The unary code acts on PAT input MUX
when t = t̂ and the different address pointers are com-
bined with the counter t to produce the correct BRAM
address.

4.3 β and v Storage
An indispensable step of the algorithm is the correct
storage of the vectors β and v after processing. Accord-
ing to Algorithm 1, all the elements of vector β are
processed by the shrink function right after processing
of the vector v. As previously pointed out, acceleration
of the storage procedure tackles one of the algorithm’s
bottlenecks. Both the facts that the BRAMs allow for
writing and reading from two independently addressed
ports and that if λ is set to zero in the shrink function
it implements the identity transformation have been
harnessed to perform data storage optimization, as it
is detailed as follows.

One of the BRAM’s ports (taken as B without loss
of generality in Fig. 2) is responsible for reading the
values of v from the memory while the other port (A)
is responsible for storing the values of β and v. The
addresses are controlled such that, on the first clock
cycle, values of v in a parallel row are read (through
port B), processed in the 20-bit full adder, and sent
to the shrink function with λ = 0. Therefore, at the
following clock cycle, the stable value of v can be stored
(through port A) at the same time as the value of λ is
changed in the shrink function and processes the values
of v being read (through port B). In the third clock
cycle, a stable value of β is stored (through port A)
while the values of v from the following parallel row
are accessed (through port B), initiating a new storage
cycle for a subsequent parallel row.

The net number of clock cycles per parallel row stor-
age is, thus, two if one does not compute the very first
and last accesses; therefore, the number of clock cycles
necessary at an arbitrary iteration with cyclic index k
is Cs = 2

⌈
k
M

⌉
+ 2 = 2t̂+ 2. Two extra clock cycles are

also necessary for the hand-shaking protocol between
the iteration control unit (presented in Fig. 3) – whose
control over the BRAMs address is releaved – and the
writing unit that takes over control and stores vectors
β and v, i.e., C ′s = 2t̂+ 4.

The loading to and from the BRAM (either before
starting the algorithm or after the analysis is performed)
is performed via a Shift-Register that controls the Mem-
ory Enable of each of the BRAMs and routes the ad-
dresses and data ports to I/O ports of the entity. This
way, data can be streamed and connected directly to
all the input ports of the BRAMs while the addresses
and Memory Enables ensure the correct loading of the

values. Two extra clock cycles are necessary, one at the
beginning of the streaming and one in the end, so the
Shift-Registers are correctly initialized. Furthermore, to
store and later access all three vectors, this streaming
procedure must be repeated three times, sequentially,
thereby creating the necessity of extra 2(2 + 3N) clock
cycles for loading to and from the BRAMs. When com-
pared to the number of clock cycles required by the
iterations, however, it becomes clear that this number
is negligible and has not been included in the clock cy-
cle analysis at the end of the section. The data transfer
hardware described above, which only corresponds to
a small device utilization overhead, is included in the
synthesis results of the next section.

4.4 Master FSM
In order to control all the aforementioned steps of the
design, a so-called master Finite State Machine (FSM)
is implemented. The states, transitions, and strobes
depicted in Fig. 4 ensure the correct evolution of the al-
gorithm. The FSM starts at an idle state and, based on
an init strobe, evolves to the loading state, where con-
trol of the BRAMs is granted to the streaming structure.
Once loading is done, the state evolves to the CORDIC
initialization (for 1/k calculation) and, after that, to the
iteration control state. This state initializes a counter,
which saturates at the total value of iterations L; in
case the counter value is below L, the state evolves first
to the β summation (subsequently triggering a new
iter strobe—refer to Fig. 2) and, then, to the storage
of β and v; if, however, the counter value is equal to
L, the iterations are done, and unloading can start.
Finally, after unloading is performed, the FSM returns
to the idle state, where it waits for an upcoming init
strobe.

4.5 Total Clock Cycle Estimation
After analysis of the PAT processing and the data
storage structure, the total number of clock cycles
for an iteration can be determined. According to the
previous analysis, combining Cs, the number of clock
cycles necessary for storage with the determined Cr,
the number of clock cycles necessary for the partial
summation of β in the PAT as well as the necessary
operations to determine y, the total number of clock
cycles spent in an arbitrary iteration with index k is
CT = 3(t̂+ 2) + dlog2Me.

The total number of clock cycles taken by the algo-
rithm to elapse can be easily derived from this equation
by summation over L, the total number of iterations:

C=F+

L∑

i=1

[
3

(⌈
((i− 1) %N) + 1

M

⌉
+2

)
+dlog2Me

]
.

DBD
PUC-Rio - Certificação Digital Nº 1721477/CA



Calliari et al. Page 9 of 17

Idle
State

Load
BRAMs

Initialize
CORDIC

Unload
BRAMs

Iteration
Counter
Control

If init
strobe = '1'

If load_done
strobe = '1'

If cordic_done
strobe = '1'

If i < L

If i = L

Perform �
summation

Store
� and v

If pat_done
strobe = '1'

If storage_done
strobe = '1'

If unload_done
strobe = '1'

ITERATIONSINITIALIZATION

LOAD/UNLOAD

NEW_ITER => '1'

Update
K

counter

Run
t=1 up to

^t=t

Select
OFFSET

as ����ap

NEW_ITER PAT_DONE

ITERATION
CONTROL

Figure 4 Block diagram of the master Finite State Machine
that controls the steps necessary for correct data processing
with the core algorithm structure depicted in Fig. 2. A
simplified block diagram of the Iteration Control unit of Fig. 3
is also presented.

(6)

The factor F in Eq. 6 accounts for pre- and post-
processing instructions performed by the control unit
such as: master resets; granting control over the
BRAMs; and, most importantly, preemptively filling
up the pipelined CORDIC that calculates µk. However,
as will be described in the next Section, the value of F
is much smaller than the total number of clock cycles
taken by the core procedure.

Fig. 5 presents the dependence of the total number
of clock cycles until the algorithm elapses with both
the number of available parallel BRAMs for a fixed
number of data points and with the number of data
points for a fixed number of available BRAMs. In both
cases, the iterations per data point (defined as L/N)
is fixed at 650, a realistic value that will be discussed
in further sections. Considering a maximum clock fre-
quency achievable in the target FPGA to be around
100 MHz, a 10000-point data series would be processed
in less than two seconds, which represents an approx-
imately 100 gain factor when compared to the Julia
implementation reported in [1].

The results of Fig. 5-a provide an interesting analy-
sis point: a stagnation of the contribution of M , as it
increases, to the decrease of the number of clock cycles
necessary for the algorithm to elapse. As Eq. 6 indicates,
the impact of M in the total number of clock cycles is
of the form 1/M . Therefore, as M increases, its con-
tribution to decreasing C becomes relatively marginal.
Moreover, it is important to note that there is also a
second part in the term inside the summation of Eq. 6,

Figure 5 Estimate of total number of clock cycles necessary for
the algorithm to elapse considering the presented architecture.
(a) Dependence with respect to the number of available parallel
BRAMs for a fixed number of 10000 data points and 650
iterations per data point. The gray-shaded areas highlight the
transition between powers of 2, which manifests as sharp
increases in the calculated value of C. (b) Dependence with
respect to the number of data points for a fixed number of
available BRAMs and 650 iterations per data point. The
highlighted curve corresponds to 2000 BRAMs, which is the
maximum available for the largest target FPGA studied here.

which scales up with M , i.e., dlog2Me. Therefore, as
the 1/M term reaches a relative stagnation with higher
M , the contribution of the dlog2Me term grows, which
balances out for high values of M creating the observed
stagnation, which is visually pronounced in Fig. 5 due
to the logarithmic scale.

5 Validation and Synthesis
Comparison between the software-defined hardware
implementation of the Linearized Bregman Iterations
algorithm using the architecture presented in the pre-
vious Section and its software implementation coun-
terpart [1] permits validating the former. In order to
provide a bit-true validation, the SFIXED standard
used in the VHDL simmulation was implemented in
Julia allowing one to accompany, step-by-step, the evo-
lution of the algorithm on both platforms and identify
any discrepancies. Due to the fact that the rounding
procedure is the same for both, no such discrepancies
were observed; the fixed point Julia simulation code
outputs exactly the same values as of the hardware
implementation. The validation of the hardware imple-
mentation and the demonstration of its equivalence to
the Julia SFIXED implementation creates a versatile
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tool to estimate the performance of the FPGA results
on a software environment.

For the simulation of the hardware implementation,
the ModelSim VHDL simulation environment was
employed. In such an environment, both the evolution
of the algorithm as well as the number of clock cycles
necessary to run each iteration can be extracted, so the
results of Eq. 6 can also be ascertained. Even though an
extremely reliable and versatile tool, VHDL simulation
offers a drawback in terms of running time: simulat-
ing a high number of BRAMs or a large dataset can
be extremely time-consuming. For this reason, a pre-
determined set of parameters (data points, iterations,
and number of BRAMs) were chosen to showcase the
validity of the hardware implementation.

Table 1 contains the information regarding the sim-
ulation of the hardware structure under the different
parameter conditions, where B stands for the number
of BRAMs, and L and N follow the previously defined
notation. The estimated number of clock cycles based
on Eq. 6 that appear in Table 1 take into account the
required F = 21 extra clock cycles for initialization and
control, but exclude the up/down loading steps of data
into and out of the BRAMs. The asterisk in the last
column indicates that 2048 BRAMs is actually above
the 2000 maximum available number of BRAMs with
20 bit-wide data entries in the target Altera Stratix
V FPGA, but could be implemented in a larger device.

Table 1 VHDL Simulation – Validation
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L
=

1
5
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C (Eq. 6) 26269 124301 321781 592461 442989

Clk. Cyc. 26269 124301 321781 592461 442989

The results of Table 1 are in excellent agreement with
the expectations, which translate into: validation of the
hardware implementation as well as a demonstration
of its equivalence to the Julia SFIXED software im-
plementation; and verification of the validity of Eq. 6,
which, in turn, is a validation of the results of Fig. 5.
The concluding step of this Section is, then, to syn-
thesize the hardware so that the maximum achievable
clock frequency can be extracted. As previously com-
mented, the clock frequency, combined with the total
number of clock cycles necessary for the algorithm to

elapse, can be used to estimate the amount of time
the algorithm will take to execute. Furthermore, as a
by-product of the synthesis results, it is possible to
assess the percentage of FPGA resources occupied by
the architecture, which, in turn, provides the means for
selecting the target FPGA for hardware implementa-
tion. The results are summarized in Table 2, where the
Intel Quartus Prime synthesis software was used. It
is important to note that, due to the complexity of the
Place and Route (PAR) problem, it is not reasonable
to assume that the synthesis software will always find
the global optimum. Therefore, the results of Table 2
should be interpreted as lower bounds of the optimal
achievable clock frequency for each design instance and
the discrepancies in these to be within the uncertainty
of the PAR procedure.

Up to 1024 BRAMs could be instantiated in the
Stratix V, with as high as 109 MHz maximum clock
frequency yielding a 1.91 second processing time for
10000-long data series considering 650 iterations per
sample (overall, 6.5 million iterations). This result rep-
resents a 100 speedup factor in processing time with
respect to software implementations under the same
data conditions but running on a Intel Xeon CPU
E5-2690 v4 at 2.6 GHz and 512 GB RAM [1], a ma-
jor achievement, which advocates for the dedicated
hardware solution applied to the trend break detec-
tion problem. It is also interesting to note that, for
a smaller FPGA, the Cyclone V, a ∼ 16 gain fac-
tor with respect to the software implementation was
achieved, which is interesting in the sense that smaller
FPGAs exhibit, generally, significantly lower costs, but
could still deliver processing times in the range of a
few seconds.

The results from Table 2 also indicate that a com-
promise between instantiation of a higher number of
BRAMs (which reduces the total number of clock cycles
necessary for the algorithm to elapse as determined by
Eq. 6) and the maximum achievable clock frequency
exists. In fact, the processing time for 512 instantiated
BRAMs was lower than that of 1024 because the gain
in clock frequency superseded that of the reduction of
clock cycles. Again, it should be mentioned that the
PAR problem is an extremely complex one and the
algorithms that solve it may not always reach the best
possible solution, so the clock frequency values obtained
should be interpreted as lower bounds. Finally, to put
the results into an application proned perspective, fiber
profiles as long as 50 km could be analyzed in search
for breaks in under 10 seconds [1].

6 Results and Discussion
6.1 Case Study Results
Validation of the software Julia SFIXED implementa-
tion performed in Section 5 allows one to investigate
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Table 2 Target FPGAs Synthesis and Timing Results

Processing times calculated for N = 10000 and with L = 6.5× 106

Stratix V: 5SGSMD5K2F40C2 Cyclone V: 5CSXFC6D6F31C6

BRAMs ALMs Registers Memory [Bits] Max. Clk. Proc. ALMs Registers Memory [Bits] Max. Clk. Proc.

out of 172,600 out of 41,246,720 Freq. [MHz] Time [s] out of 41,910 out of 5,662,720 Freq. [MHz] Time [s]

1024 135,571(79%) 88,938 20,971,520(51%) 109.9 1.91 −1 −1 −1 −1 −1

512 68,135(39%) 45,595 10,485,760(25%) 166.97 1.78 −1 −1 −1 −1 −1

256 36,098(21%) 25,147 5,242,880(13%) 173.28 2.78 36,548(87%) 24,741 2,621,440(46%) 81.13 5.94

128 19,196(11%) 13,839 2,621,440(6%) 182.12 4.70 20,178(48%) 13,475 1,310,720(23%) 95.37 8.98

16 4,982(3%) 4,012 327,680(< 1%) 182.35 33.83 5,000(12%) 3,928 163,840(3%) 92.94 66.37

4 3,435(2%) 2,925 81,920(< 1%) 187.86 130.08 3,427(8%) 2,929 40,960(< 1%) 91.73 266.40
1 : Design too large to fit into device.

aspects of the hardware implementation in a more suit-
able simulation environment. This is important due to
the amount of simulation workload necessary to yield
statistically relevant results. To provide a complete
overview, the analysis is split into two steps. First, an
experimental dataset extracted in a laboratory environ-
ment, with standard measurement devices, is processed
by the bit-true validated Julia SFIXED implementation
and by the original 64-bit floating version of the algo-
rithm [1]. These results are evaluated in terms of their
trend break detection capabilities or, in other words,
the performance of the two versions of the algorithm.

After analysis with real-world data, which, unfortu-
nately, is limited to the availability of resources in the
laboratory, the second step is to submit the algorithm
to simulated datasets that contain the same features as
the real-world ones; in [1], the creation of a testbench of
simulated datasets is discussed in detail, specifically in
regards to noise addition, with very pronounced resem-
blance between the real-world and simulated results;
this, in turn, allows for statistically relevant investiga-
tion of the performance of the algorithm. It should be
noted that, for all the results presented in this Section,
the bit-width of data points for the SFIXED format
was fixed at 20, where the reason behind this will be
clarified in Section 6.1.2.

6.1.1 Analysis of a Real-World Dataset
The subject of the experimental analysis of the pro-
posed hardware implementation was chosen to be the
dataset corresponding to the measurement of an optical
fiber profile. The data acquisition was performed with a
so-called Optical Time Domain Reflectometry (OTDR)
device based on an FPGA [10]. The OTDR provides
the user with information of the fiber’s integrity (the
fiber profile) by measuring the optical power that is
reflected back from the optical fiber when a probing
pulse is launched into it [26]; the result is displayed in

logarithmic scale (dB), as depicted by the black trace
in Fig. 6. This choice goes along with the motivation of
the Introduction Section, since the acquisition system
and the proposed hardware implementation of the anal-
ysis algorithm could, potentially, coexist in the same
FPGA. The chosen fiber profile exhibits several inter-
esting features related to fault detection: the presence
of both high magnitude and low magnitude faults; and
faults separated by few points.
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Figure 6 Results of trend break detection on a testbench
real-world fiber profile acquired in laboratory conditions. Red
and blue traces correspond, respectively, to the results from the
64-bit floating point and 20-bit SFIXED bit-true versions of the
LBI algorithm. The traces are vertically offset in order to
highlight the correct trend break detection but the original
baseline is the same. The inset displays a zoomed-in segment of
the profile, where faults close to one another have been
correctly identified by both versions of the algorithm.

The fact that the LBI algorithm, in its original ver-
sion, provides accurate trend break detection results
had already been determined in [1] and is again verified
by the red trace in Fig. 6. The striking feature show-
cased in Fig. 6, however, is the fact that the bit-true
validated SFIXED version of the algorithm, the blue
trace, exhibits equivalent results, indicating that the
proposed hardware implementation of the LBI algo-
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rithm using the 20-bit SFIXED format upholds the
performance of its 64-bit floating point counterpart.
One important comment is regarding the linear slope
component that is clearly part of the original signal in
Fig. 6. In [1], the slope component has been included
in the candidate matrix A for completeness; however,
this slope can be pre-compensated since it is a standard
value for most commerical optical fibers as specified in
ITU-T G.652. In order to maintain the LBI algorithm,
as presented in Algorithm 1, general with respect to
any trend break detection problem but, at the same
time, allow for data from optical fiber monitoring to
be processed by this version of the algorithm, the slope
has been pre-compensated.

6.1.2 Testbench of Simulated Datasets
The objective of using a set of simulated datasets, and,
therefore, accumulating statistically relevant data (re-
sults of over 15000 different simulated datasets were
analysed), is twofold: firstly, as it was mentioned in Sec-
tion 3, to empirically determine the interval of number
of iterations per sample for which the estimation quality
reaches a reliable level; and, secondly, to compare the
quality of estimation between the 64-bit floating point
implementation, and the 20-bit SFIXED implementa-
tion for profiles with different number of data points
and with different number of iterations per sample.

Evaluation of the bit-width parameter has been con-
ducted based on the limited number of possible bit-
width configurations of the BRAMs in the target FP-
GAs considered here; supported bit widths for both
the Stratix V and the Cyclone V are: 10, 20, and
40 bits [27]. All three configurations have been tested
and the results are as follows. The 10-bit SFIXED
implementation proved to be too limited in terms of
correctly expressing the input data, since large discrep-
ancies with respect to the benchmark results ran in a
personal computer with a 64-bit floating point precision
have been observed. As the bit-width was increased
to 20, these discrepancies were drastically diminished,
indicating a more equivalent expression of the data se-
ries and, also, a sufficient arithmetical dynamic range.
Further increasing the bit-width to 40, however, did not
effect any significant change in the performance of the
algorithm and, since this configuration requires twice
the memory usage when compared to the 20-bit one,
while also increasing the complexity of the arithmetical
structures in the FPGA, the value of 20 bits has been
set as an operational parameter for all the tests.

To clarify this analysis, an estimation error metric
has been used, following the definition in [1]: noiseless
sparse vectors with randomly sorted magnitudes (βideal)
are used to create datasets using the candidate matrix
A, to which white Gaussian noise is added; the results

of the estimation are βest, which are then compared
to βideal using the squared error norm. The closer to
zero error between the estimated and ideal vectors, the
better is the estimation. The results of such estimation
error metric are depicted in Fig. 7 for different values of
L and for both the 20-bit SFIXED and the 64-bit float-
ing point implementations; the results are extremely
similar, indicating that no information is lost due to
the 20-bit SFIXED implementation. Here, the intrinsic
slope of optical fiber profiles has not been considered
once again, as discussed in the previous sub-section.
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Figure 7 Estimation results for both SFIXED and floating
point implementations for different profile lengths and different
numbers of iterations per sample; L is simply this value
multiplied by the number of points (N) in the profile. The
results are divided into two panels for ease of visualization.

From the results of Fig. 7, it is possible to conclude
that the differences in estimation between the 20-bit
SFIXED and 64-bit double implementations are negli-
gible, i.e., the hardware implementation will have no
problems achieving comparable estimation accuracy as
the software version, e.g. in [1]. A large variety of test
cases (different lengths and fault scenarios) have also
been tested, and the results point to the fact that a 20-
bit fixed point resolution provides comparable results
in terms of detection performance when compared to
longer bit length words. The conclusion, therefore, is
that significant deviations for other data sets are highly
unlikely. Furthermore, it is important to note that, as
discussed in depth in [1], it is impractical to expect the
fault detection algorithm to be able to resolve any fault
(with an arbitrary magnitude) for two main reasons:
first, the amount of information gained from identifying
a fault below a certain level (say, smaller than 0.1) is
close to none, since the impact of this fault on the op-
tical link transmission is minimum; second, in order to
achieve a level of sensitivity that allows one to identify
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extremely small faults would require the processing
time to be also extremely high, as also discussed in
[1]. With that being said, it can be expected, from
the results, that the gain in sensitivity from increasing
the bit-length of the words beyond 20 falls within a
practical sensitivity issue and, thus, becomes irrelevant.

Furthermore, it becomes clear that, after 450 iter-
ations per sample, the accuracy stabilizes, with an
averaged squared error norm value in the order of 0.5.
This indicates that the results from Fig. 5 with 650
iterations per sample are indeed realistic. Finally, this
result is also useful when interpreted along with those
of Fig. 5: a compromise between the total number of
clock cycles before the algorithm elapses and the qual-
ity of the estimation can be found and, in specific cases,
one of these can be sacrificed (increasing the processing
time or allowing for a worse estimate) to boost the other
(faster results or extremely precise estimation). In real
world applications, the expected accuracy (given a set
of parameters including bit-length and total number
of algorithm iterations) can be determined in advance
and provided to the user, so that the constraints are
known a priori. If necessary, the memory word length
can be adjusted such that it is larger or equal to the
bit-width that yields the desired calculation precision.

6.2 State-of-the-Art Hardware Implementations of
Sparse Estimation Algorithms – Comparison with the
Proposed Architecture

The LBI algorithm, in order to be suitable for tackling
the trend break detection problem, was modified from
its original format; the especial structure of the can-
didate matrix, for instance, allowed one to derive the
expressions in Eqs. 3 and 4, which greatly simplify the
procedure [1]. This fact prompts the natural question
of whether there are other methodologies that, even
though originally intended to be used in sparse esti-
mation, could be steered towards the application at
hand. Moreover, this would allow for a comparison be-
tween the herewith proposed hardware implementation
of the LBI algorithm with other similar structures. An
extensive literature review on this subject reveals that,
when it comes to hardware implementations of sparse
estimation methods, the majority of the works focus on
the orthogonal matching pursuit (OMP) algorithm [28],
which has, thus, been the focus of this comparison.

Although an interesting approach, where efficient ar-
chitectures have been proposed such as [29,30], OMP
typically assumes that the number of non-zero entries
of the vector β – and, thus, the number of candidates
that compose the signal of interest – is known. For ap-
plications where this assumption is valid, the method is
highly efficient and, in addition, provides recovery guar-
antees, i.e., the certainty that, if present, the candidate

will be found. For the cases that have been described
in the introductory section of this document, however,
this is a rather detrimental characteristic; for the spe-
cific case of trend break detection associated to fiber
fault detection, for instance, this assumption would
yield results that do not translate the true underlying
trend of the original signal. Furthermore, the OMP
algorithm relies, for optimal performance, on a small
value of the so-called mutual incoherence

µ = max
i 6=j

|ãiãj |
‖ãi‖2‖ãj‖2

, (7)

with ãi, ãj as the ith and jth columns of A, respectively;
OMP requires the value µ to be smaller than 1

2k−1 for
guaranteed recovery of the sparse positions [31]. As one
can easily check from (2), in the case of the candidate
matrix associated to trend break detection, the value µ
is close to its maximum value of 1 when it comes to close
neighbouring columns of A, which could significantly
decrease the OMP algorithm’s performance in this
scenario.

In order to propitiate an interesting comparison and
further discussion about the disparities between the
two algorithms and, moreover, between their respective
hardware implementations, a framework for utilizing
the OMP algorithm in a trend break detection scenario
has been developed and is as follows. A sparsity factor
ξ is defined and the maximum number of non-zero el-
ements within the estimation problem is determined
using ξ and the total number of points in the dataset
of interest, N ; this maximum non-zero number is here-
with defined as N0 = ξN . It is important to note that,
since the actual number of non-zero elements that are
present in the signal of interest is not known a priori,
this approach will always be suboptimal when com-
pared to an algorithm, such as the LBI, that does not
necessitate such information. The OMP algorithm is,
then, ran normally with N0 iteration loops while the
intermediate estimation results are submitted to a con-
sistent information criterion for determining the best
sparse approximation; the Bayesian Information Crite-
rion [32], which balances the squared error norm and
the resulting sparsity for model identification, has been
employed. The complete procedure, dubbed OMP for
Trend Break Detection, is structured in Algorithm
2, and has been directly adapted from [33].

The OMP for Trend Break Detection algo-
rithm involves three main procedures, defined in Algo-
rithm 2, as follows. The optimization problem of line
7 allows one to find the candidate with the highest
overlap with the residual of previous iterations. This
candidate is removed from the measured signal and the
new residual is determined (in line 11) with an inter-

mediate estimate (β̂i) being generated as a by-product
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Algorithm 2 OMP for Trend Break Detection
Require: Measurement vector y, Sparsity Level ξ,

Candidate Matrix A
Ensure: Estimated β̂out

1: r0 = y
2: Φ0 = []
3: Λ0 = {/0}
4: N0 = ξN
5: BICres =∞
→ Innitiate OMP algorithm

6: for i = 1 : N0 do
7: λi = arg maxj=[1,N ]/Λi−1

| 〈ri−1,Aj〉 |
8: Λi = Λi−1

⋃{λi}
9: Φi = [Φi−1 Aj ]

10: β̂i = arg minx ||y −Φix||
11: ri = y −Φiβ̂i

→ Introducing the BIC as a function

12: BICnew = BIC
(
β̂i, i

)

13: if BICnew < BICres then
14: β̂out = β̂i

15: BICres = BICnew

16: end if
17: end for

(in line 10). Finally, the best intermediate estimate
is found using the BIC and output as the final OMP
estimate.

6.2.1 Performance Comparison Based on Software
Implementation

Being a well-known algorithm in the sparse estimation
community, several implementations of the OMP can be
found as well as detailed explanations of the procedure;
here, a Cholesky-decomposition-based OMP has been
used as reference [33]. In order to maintain consistency
with respect to the Julia implementation of the LBI,
the code has been written in Julia.

The first comparison step, based on the software
implementation, allows for the comparison of both al-
gorithms to be analyzed. This entails, as set forth in
[1], the evaluation of figures of merit such as the preci-
sion and the Matthews correlation coefficient (MCC)
[34], where a so-called Contingency Table is used to
derive the aforementioned figures of merit, and revolves
around the determination of so-called True Positives
(TP), False Positives (FP), True Negatives (TN), and
False Negatives (FN) associated with the detection of
breaks in the dataset. Assessing the performance with
statistically relevant results is an important part of
the performance comparison, so the framework of the
testbench of simulated datasets, discussed in Section
6.1-B, has been once again employed. For the results
herewith presented, the maximum number of trend
breaks included in the simulated datasets was five and,
since the comparison is not related to timing, ξ was set

as 0.01, i.e., one percent of the total number of points
in the dataset. Finally, N was varied from 5000 to 15000
so that different dataset sizes could be considered in
the analysis.

Table 3 Performance Comparison

Algorithm Precision MCC(
TP

TP+FP

) (
TP ·TN−FP ·FN√

(TP+FP )(TP+FN)(TN+FP )(TN+FN)

)

LBI 67.3% 0.81

OMP 8.2% 0.28

As the results of Table 3 demonstrate, the perfor-
mance of the OMP for Trend Break Detection
does not reach the performance level exhibited by the
LBI, even when the sparsity level N0 is made much
larger than the actual number of breaks present in
the dataset. On one hand, the precision indicates how
confident one can be about a break identified by the
algorithm, which represents a huge impact on the ap-
plication. If one considers, for instance, an optical fiber
network manager that must take actions regarding the
repairment of a cable, the cost of deploying a mobile
unit creates a demand for high precision in the analysis
results. On the other hand, the MCC is an interest-
ing figure of merit from a theoretical point of view,
since it stands for a correlation coefficient between the
observed and predicted binary classifications; in this
case, the break/no-break classification: a value of +1
corresponds to perfect prediction; and a value of 0 cor-
responds to random classification results. It is possible
to observe, with this respect, that the LBI algorithm is
very much closer to correctly predicting the underlying
trend of the dataset (with an MCC of 0.81) than the
OMP algorithm, which exhibits a low MCC value of
0.28. The conclusion of this analysis indicates that,
even in case the performance of the OMP is mantained
when the structure is adapted to hardware, as has been
demonstrated in Sections 5-A and -B for the LBI, it will
remain as a suboptimal choice for trend break detection
with respect to its performance.

6.2.2 Comparison Based on Hardware Implementation
The in-depth description and analysis of the LBI hard-
ware structure presented in Section 4 allowed one to
derive the total number of clock cycles taken, for a
given set of input parameters, for the algorithm to
elapse. Similar analysis for the OMP is, unfortunately,
not available in the literature; since the focus of this
document is not on the hardware implementation of
the OMP, the comparison must, then, be performed
using a different figure of merit. In [33], two interesting
figures of merit are presented: the total processing time
(0.34 ms) for fixed parameters (a degree of sparsity of
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36 (p1), a (p2) 256-long measurement vector and 1024
(p3) samples); and the total number of multiplication
and addition operations as a function of p1..3. There,
the data precision, in bits, was 18, as opposed to the
20-bit SFIXED considered, here, for the LBI, which is
within a comparable range.

For the closest comparable instance size for trend
break detection (1024×1024), the hardware implemen-
tation of the LBI would elapse (considering the data in
Table 2 in 64 ms, an ∼200 factor with respect to the
OMP. This result is, however, ambiguous and further
analysis is necessary, which has been subdivided into:
complexity; and device usage. Analysis of the complex-
ity has been carried out indirectly by evaluating the
total number of multiplications necessary for both hard-
ware architectures. The total number of multiplications
necessary for the OMP increases cubically [33] in the
degree of sparsity and quadratically in the instance
size, while that for the LBI increases linearly (as dis-
cussed throughout Sections 3 and 4). Even though for
small instance sizes, such as the previously mentioned
1024×1024 problem, the OMP exhibits a total num-
ber of necessary multiplications much lower than the
LBI, the relation quickly inverts as the instance size is
increased to, for instance, 15000×15000, a quite small
dataset for optical fiber analysis, and higher. This result
clearly evidenciates why, in [33], the digital signal pro-
cessing (DSP) core of the target FPGA is almost at its
usage limit for a relative small instance size and the fact
that, as the instance size increases the OMP becomes
a less attractive solution to trend break detection.

Even though the target FPGAs for the architecture
presented here (the Altera Stratix V) and in [33]
(the Xilinx Virtex-6) are not the same, they are in
the same range of FPGA sizes and, thus, allow for
device usage comparison. For the OMP, the device
usage (where memory is included) is associated to the
necessary matrix inversion for line 10 in Algorithm
2 and the storage of the candidate matrix elements.
Therefore, the size of the hardware depends on the
problem size and increases tremendously if the degree of
sparsity increases; in [33], the modest p1 = 36, p2 = 256,
and p3 = 1024 problem occupied 76% of the DSP slices
available, 69% of the available BRAMs, and a total
of 16% slices. In the proposed LBI architecture, not
only the number of occupied BRAMs is more flexible
(the architecture of the β matrix in Eq. 5 can be made
more vertical or more horizontal) but also the relative
number of occupied slices is also smaller; a 128 BRAMs
design, which enables up to 35000-long datasets, for
instance, would only occupy 11% of the FPGA, and
no DSP slices, which, in this case, could be reserved
for other useful procedures, such as the pre-processing
mentioned in Section 3. It is interesting to mention

that, according to Eq. 6, there is a tradeoff between
the number of used BRAMs and the total number of
clock cycles necessary for the algorithm to elapse, which
would play a role in case the number of BRAMs was
chosen to be either smaller or greater. In both cases,
however, it is clear that the overall device usage of the
proposed LBI structure is much more feasible, flexible,
and economic for datasets with ≥10000 points.

7 Conclusions
Trend break detection, or level-shift detection, is a
problem that permeates several science fields, and an
efficient, accurate, and highly reliable processing unit
to solve it is desirable. Combining the flexible hard-
ware design tools of Field Programmable Gate Arrays
and the efficient Linearized Bregman Iterations algo-
rithm allowed for the development of such a unit. The
manipulation of the data storage structure as well as
the algorithm flow and control in hardware yielded an
up to 100 times gain in processing time when com-
pared to a personal computer while maintaining all
the observed qualities of the algorithm, such as low
estimation error and high level-shift detection precision.
The speedup factor greatly depends on the memory
availability in the target hardware and, even though
this specific speed-up factor has been calculated for the
Stratix V FPGA, a chip with more than 1000 BRAMs
(each containing 1024 20-bit-long words) can achieve
the same speedup level.

Due to its flexible memory structure, the proposed
hardware architecture can be implemented in differ-
ent sized-FPGAs, with the main distinctions being
the amount of available dual-block RAMs and maxi-
mum achievable clock frequency, characteristics that
are hardware-dependent. On a middle-sized chip such
as the Altera Cyclone V, the hardware supports
up to 256 parallel BRAMs with a maximum clock fre-
quency of 81 MHz and a total processing time of 6
seconds for a 10000-long dataset and 650 iterations
per sample. Such processing prowess can be directed
towards on-line data supervision such as optical fiber
monitoring, which constitutes an exciting future point
of investigation. Furthermore, incorporating advanced
signal processing techniques into the hardware design
in order to eliminate any pre-processing step while in-
creasing the convergence speed is also a sought-after
goal for future studies.

Evaluation of the architecture using both real-world
and simulated datasets making use of its bit-true
hardware-validated software showed that the perfor-
mance is not deteriorated due to necessary adjustments
for hardware implementation. In fact, the comparison
of the floating point and quantized versions of the algo-
rithm yielded negligible discrepancies when analysing
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the squared error norm of the estimation. Further com-
parative analysis of the performance and hardware ar-
chitecture with respect to a state-of-the-art algorithm
for sparse estimation showed that the performance of
the LBI for trend break detection is much more pro-
nounced; at the same time, even though slower for
small instance sizes, the complexity of the LBI struc-
ture allows for manipulation of much longer datasets,
which is a necessity for trend break detection in the
context of optical fiber analysis.

In summary, the FPGA implementation of the Lin-
earized Bregman Iterations algorithm adapted for trend
break detection, reported in the present manuscript,
has fomented the following contributions: the descrip-
tion of the hardware structure of the algorithm and an
efficient parallel memory access structure; the results
that such an implementation provides, with impacting
gains in processing time without loss of performance; its
comparison with state-of-the-art hardware implementa-
tions of sparse estimation algorithms (in particular, the
Orthogonal Matching Pursuit algorithm), indicating
clear advantages of the proposed architecture in terms
of performance and hardware flexibility; and the future
points of investigation that it enables in the field of
digital signal processing in an FPGA, especially with
respect to creating an embedded unit for data acquisi-
tion and processing with direct applications in optical
fiber analysis.
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Abstract: Trend break detection is a fundamental problem that materializes in many areas of applied
science, where being able to identify correctly, and in a timely manner, trend breaks in a noisy signal
plays a central role in the success of the application. The linearized Bregman iterations algorithm is
one of the methodologies that can solve such a problem in practical computation times with a high
level of accuracy and precision. In applications such as fault detection in optical fibers, the length
N of the dataset to be processed by the algorithm, however, may render the total processing time
impracticable, since there is a quadratic increase on the latter with respect to N. To overcome this
problem, the herewith proposed profile-splitting methodology enables blocks of data to be processed
simultaneously, with significant gains in processing time and comparable performance. A thorough
analysis of the efficiency of the proposed methodology stipulates optimized parameters for individual
hardware units implementing the profile-splitting. These results pave the way for high performance
linearized Bregman iteration algorithm hardware implementations capable of efficiently dealing with
large datasets.

Keywords: trend break detection; linearized Bregman iteration; optical time domain reflectometry;
FPGA

1. Introduction

Linearized Bregman iterations [1] are a class of computationally efficient algorithms for solving
the combined `1/`2 minimization problem, for which vast applications can be found in the fields of
compressed sensing [2], image analysis [3], and signal denoising [4]. Both the fact that each iteration is
of low complexity [5] and that a good denoising quality is achieved with even a relatively low number
of iterations [5] make the algorithm a good candidate for real-time estimation problems such as beam
forming [6]. Furthermore, an adaptation of the original formulation, the sparse Kaczmarz algorithm [7],
has been considered for hardware implementation due to its vectorized structure, consisting of an
approximate gradient descent followed by a non-linear shrink function [8].

A prolific problem that can be cast as a combined `1/`2 minimization is Trend Break Detection
(TBD), which also finds applications in several fields of research [9,10]. In fact, the results presented
in [11,12] indicated outstanding performance achieved by the Linearized Bregman Iteration (LBI)
when applied to the TBD problem. Moreover, an efficient hardware implementation of the algorithm,
with gains in processing time of about two orders of magnitude [12], attests to the prowess of the LBI
for trend break detection.

Dealing with large datasets, however, can be a great challenge even for low-complexity algorithms
with efficient hardware implementations. In fact, the algorithm’s complexity can be shown to be

Electronics 2020, 9, 423; doi:10.3390/electronics9030423 www.mdpi.com/journal/electronics
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quadratic with respect to the dataset length N—which is demonstrated in Section 2—and the timing
necessary for the algorithm to converge becomes eventually impracticable. Even though the TBD
problem has a broad presence across different scientific fields, the application focus, in this document,
will be given to fault detection in optical fiber profiles, in which trend breaks are associated with such
faults [13,14]. In such an application, timely trend break detection results are sought so that mobile
repair units can be quickly deployed and the downtime of the network can be kept as small as possible
so as not to affect the network users greatly [15,16]. Simultaneously, datasets produced by optical fiber
monitoring devices can contain several thousands of points [11].

In this work, a new methodology to deal with high-dimensional TBD problems within the LBI
framework is proposed. This is the profile-splitting method, where, instead of analyzing the profile as
a single N-dimensional vector, the algorithm evaluates multiple M-dimensional vectors that, together,
compose the original data. In Section 2, the combined `1/`2 minimization cast as a TBD problem is
presented, as well as the structure of the profile-splitting method. Even though the gain in timing
arising from this approach can be easily demonstrated, two fundamental issues arise.

The first issue regards the performance of the algorithm, which must be maintained in order
for the method to be valid; otherwise, the method would be equivalent to sacrificing estimation
performance for faster results, which could be achieved with different algorithms for even faster
processing times [14]. Upholding the unmatched trend break detection prowess of the LBI [11,12] is,
therefore, a crucial goal of the profile-splitting method, and the discussion and results are presented in
Section 3.

The second issue regards the actual implementation of units that process the split-profiles
simultaneously and within the same hardware. It is necessary to determine whether the available
platforms contain enough resources such that the simultaneity leads to gains in timing as expressive as
expected. Here, the parallel implementation on and resource availability of Field Programmable Gate
Arrays (FPGAs) are studied and presented in Section 4. Section 5 covers the Materials and Methods,
and the paper is concluded in Section 6, where possible future research directions and applications
are debated.

2. The LBI Algorithm Applied to the TBD Problem

In order to apply sparse signal denoising techniques to the TBD problem, it is mandatory for
the amount of trend breaks within the signal of interest to be much smaller than the number of
observations. In this case, the original `0 problem of counting the number of identified breaks—which
turns out to be an NP-problem—can be relaxed in such a way that the `0 pseudo-norm is replaced by
the `1 norm while the sparsity of the result is still enforced for many applications [17].

Linearized Bregman iterations add a further `2 term in the cost function leading to the following
problem formulation:

arg min
β

λ‖β‖1 +
1
2
‖β‖2

2 s.t. Aβ = y. (1)

Although adding this `2 norm to the cost function in general leads to less sparse results, this
effect can be compensated by choosing large enough λ values [11]. The advantage of using such
an additional `2 term is that the optimization problem becomes strongly convex, leading to better
algorithmic properties [18]. Moreover, the constraint Aβ = y is considered by the algorithm in a
Lagrangian manner [2], for which the algorithm implicitly finds the values γ, leading to the following
formulation of the problem [18]:

arg min
β

max
γ

λ‖β‖1 +
1
2
‖β‖2

2 − γT(Aβ− y). (2)
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Even though algorithmic variations that output γ can be employed, the focus here is primarily on the
estimation result β. Therefore, γ is treated as a byproduct of the algorithm, leaving λ as the only free
parameter to be selected [11].

It is clear that the balance between sparsity and a close approximation between the filtered and
original signals is controlled by the value of λ; at the same time, λ also has a strong influence on
the overall elapsed time of the solving algorithms [11], making its selection a delicate task for `1/`2

estimation. If one chooses too large a value, the estimation results will be too sparse (i.e., featuring
a high number of false negatives, as set forth by [11]); conversely, if one chooses too small a value,
the results will be exceedingly non-sparse (i.e., featuring a high number of false positives [11]).

Furthermore, it can be shown that even with an exceedingly high value of λ, the results will
scarcely contain a single non-zero β entry where the break can be expected, but rather, a cluster
of non-zero β entries around the position of the break. Since, in many applications [11,13,19], it is
important that the procedure returns a single value for the positions of breaks, techniques such as
cluster analysis [20] or extensive searches on the reduced detected cluster subspace [21,22] can be
employed to narrow down the positions. In [11], a procedure involving the detection of the highest
identified peaks was put forth with high quality results and minimum computational effort, so this
methodology is also considered here.

In summary, the whole procedure involves the detection of the reduced subspace containing
positions around the break points, which is accomplished by the core trend break detection algorithm,
in this case the LBI, and afterwards, the positions are determined following a peak search algorithm.
The LBI algorithm, in turn, is presented in its vectorized form, the sparse Kaczmarz, in Algorithm 1,
where several optimizations to consider the candidate matrix associated with the TBD problem [12]
were already taken into account. The impact of the special structure of the candidate matrix is twofold:
first, it prevents the algorithm from storing and accessing the candidate matrix values; second, it allows
for reduced complexity as only additions are required for the employed scalar product operations.

Algorithm 1 Linearized Bregman iteration for trend break detection
Require: Measurement vector y, λ, βstart, vstart, L

Ensure: Estimated β̂

1: β(0) ← βstart
2: v(0) ← vstart
3: i← 1
4: while i < L do
5: k← mod ((i− 1), N) + 1 . cyclic re-use of rows of A
6: µk ← 1

k
7: e←

(
yk −∑k+1

s=1 β
(i)
s

)
. instantaneous error with inner product

8: d← µke
9: for j = 1..k do

10: v(i+1)
j ← v(i)j + d

11: β
(i+1)
j ← shrink

(
v(i+1)

j , λ
)

12: end for
13: i← i + 1
14: end while

2.1. Application to Fiber Fault Detection

Remote detection of faults in optical fibers is an essential tool for the robust operation of
modern optical networks, which compose the physical layer upon which the current high-rate
telecommunication services are built. Single-ended solutions, such as Optical Time Domain
Reflectometry (OTDR) [23], are preferred since the optical network manager can simultaneously
feed the fiber with data signals and also probe it for faults [24]. The fundamental working principle
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of the OTDR is to send a probing pulse into the optical fiber and acquire the backscattered light as a
function of time; this is, then, translated into distance with the knowledge of the average speed of light
in the fiber.

The final product of the OTDR is a dataset containing the measured optical power as a function of
distance; a piecewise linear function in log scale, corrupted by measurement noise, where the presence
of faults are represented by sharp decreases in the power, which are associated with the trend breaks
potentially identified by the LBI algorithm. Apart from trend breaks, the LBI algorithm can be adapted
to accommodate a candidate corresponding to a linear slope in the dataset; this modification is crucial
in fiber fault detection applications since, due to the intrinsic attenuation experienced by light as it
propagates in the fiber, the dataset presents a negative slope. The absence of such a candidate would
induce the procedure to include breaks that do not compose the original signal in order to minimize
the squared error norm of Equation (1). In the upper panel of Figure 1, a usual dataset generated by an
OTDR measurement is depicted; in the lower panel, LBI-based fault analysis results are presented in
the cases where the slope component is absent or present in the model.
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Figure 1. Effect of the inclusion of the slope component in the analysis of a fiber profile. In the upper
panel, the original OTDR dataset containing the slope component is depicted. In the lower panel,
two different LBI fault detection results are presented; when the slope is not included, a high incidence
of false positives can be distinguished, which vanishes when the slope is considered.

The results of Figure 1 make it clear that the slope component is indispensable in the analysis of
OTDR datasets. In fact, the extra components forced in the final results when the slope is not included
in the model are so-called false positives. It is important to note that the true positives, or components
added to the final algorithm result that indeed correspond to components in the original signal, do not
vary from one result to the other; in other words, the algorithm is able to identify the true underlying
components even when the slope is not included, the difference being whether the results are flooded
by false positives or not.

Throughout this document, the case-study results are based on the analysis of fiber profiles such as
the one depicted in Figure 1 by the LBI and split-profile LBI algorithms. In fact, the procedure described
in Algorithm 2 has been set forth in [11] for the consistent generation (in a simulated environment)
of datasets that capture the characteristics of real fiber datasets and is used here. The inputs are a set
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of fault positions and their respective magnitudes (β), the length of the dataset (N), and the linear
slope (α); the output is the dataset y. Here, ones (N) constructs an all-ones matrix of size N × N and
tril (·) extracts the lower triangular portion of a square matrix by setting the elements above the main
diagonal to zero. The function ADDPOISSONNOISE reflects the detection of optical power by the
photodetector and, consequently, the reduced signal-to-noise ratio (SNR) as the distance increases.

Algorithm 2 Fiber dataset simulation.
Require: Fault vector βideal, N, α

Ensure: Output dataset y

1: A = [[1, .., N]T , tril(ones(N))]
2: βideal = [α, βideal]
3: ynoiseless = Aβideal
4: y = ADDPOISSONNOISE(ynoiseless)

2.2. Time Scaling with Data Length

Examination of the procedure described in Algorithm 1 allows one to extract the upper bound of
the number of operations necessary for the LBI to process an instance of size N. In the explanation that
follows, an iteration consists of the set of operations computed for a given value of i. According to
Lines 6, 7, 8, and 10 of Algorithm 1, the first iteration (k = 1) requires, respectively, a division by an
integer

(
µk =

1
k

)
, a single addition

(
β
(i)
1 + β

(i)
2

)
, a multiplication (d = µke), and another addition

(
v(i+1)

1 = v(i)+d
1

)
. It becomes clear that the division and multiplication will appear only once per

iteration, but the number of additions will depend on k and, therefore, will vary from one iteration to
the next.

Following the steps of the second iteration (k = 2) clarifies this point, since the number of
multiplications and divisions will remain at one, but the number of additions will be, now, four.
From that, it is straightforward, using induction on k, to show that the total number of addition
operations in the Nth iteration will be 2N. On average, the number of addition operations per iteration
(ŌP) is, then:

ŌP =
2(N + 1) · N

2
N

= N + 1. (3)

It was demonstrated in [11] that, for consistent trend break detection results, the total number
of iterations, L, should scale with the dataset length N, i.e., L = α · N. In this case, the total number
of additions until the algorithm elapses is given by OP = α

(
N2 + N

)
, which results in an algorithm

complexity of O
(

N2) in terms of additions. In Figure 2, the average elapsed time of the conventional
LBI algorithm, for different instance sizes, is presented, where a second order polynomial in N has
been used to fit the points with a resulting R2 (R-squared) value of 0.999, validating this relation.

DBD
PUC-Rio - Certificação Digital Nº 1721477/CA



Electronics 2020, 9, 423 6 of 18

Figure 2. Elapsed times of the LBI algorithm for different dataset lengths. Following the complexity
analysis of the algorithm, a parabolic curve is fitted to the first ten points of the curve (6000 to 15,000
points, marked in blue) and further extrapolated to the higher values. As can be seen, the curves fall
exactly into the extrapolated curve, confirming the complexity analysis.

3. Results: The Profile-Split Methodology

The profile-split methodology attempted to solve the non-linear scaling of the elapsed algorithm
time as a function of the length of the dataset. A necessary condition for the methodology to be
successful was that the performance of the algorithm was not degraded as a result of the profile-split;
in fact, overcoming the original performance results is a sought-after, but hardly achievable goal, since
the established performance of the LBI is quite high [11].

Even though the idea behind it was quite simple—splitting the original profile into fixed-length
sub-profiles and processing them individually—the constraint of upholding (or even further increasing)
the algorithm’s original performance created the necessity for a deeper analysis and understanding of
the impact of the splitting methodology, which uncovered interesting effects related to the algorithm’s
procedure. Two such effects were identified as most prominent and, in the following subsections,
were scrutinized. These were: the selection of the value of λ, which was intrinsically associated with
the expected signal-to-noise ratio of a given sub-profile and changed dynamically from one sub-profile
to another; and the impact of the chosen sub-profile length on both the algorithm’s elapsed time and
its performance.

3.1. λ Selection

An interesting feature of the TBD problem in the context of fiber fault detection is the fact that
the dataset contained sparse trend breaks, but also, a linear slope component, which as previously
mentioned, was associated with the attenuation experienced by light as it propagated in the fiber [23].
This, in turn, caused the signal-to-noise ratio to decrease progressively for distant positions (the
reference for distance in this case was the measurement apparatus, i.e., the OTDR device).

For this reason, as the original profile was split into sub-profiles, the latter became very
distinguished: sub-profiles associated with positions closer (in distance) to the measurement station
(lower indices n ∈ N) exhibited higher SNR; while those associated with distant positions (higher
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indices n ∈ N) exhibited lower SNRs. The SNR, in turn, was an important aspect of the signal of
interest from the point of view of the `1/`2 minimization, which was the core of the LBI procedure.
In the ideal case, the absence of noise, the `2 portion of Equation (2) would clearly be zero, and the
algorithm would have no problem adding candidates and increasing the `1 portion of Equation (2).
As the noise was increased, the algorithm had to correctly balance the λ factor to achieve optimal signal
denoising without flooding the selections with faults that were not really present in the dataset. In order
to successfully process a low-SNR measurement, the λ factor could be increased, making the algorithm
more tolerant to the squared error norm and more stringent in the selection of new candidates.

The observation that the major noise source in the system could be modeled as a Poisson
random variable [11,14] was a crucial point in consistently adjusting the λ factor for different
sub-profiles. This was because the SNR of a signal dominated by Poisson noise scaled with 1√

C
,

where C represents the associated number of measurements, which, in turn, is related to the signal’s
energy. Furthermore, the `2 norm used to calculate the squared error between the estimated and
original signals in the `1/`2 minimization essentially determined the norm of the error, which was
defined as the square root of its total energy. Finally, then, by modulating λ according to the square
root of a measurement’s estimated SNR, the algorithm adapted to the difference in SNR between
sub-profiles generated out of an original OTDR profile. In other words:

λsub-prof = λorig
√

SNRest. (4)

Through the analysis of this document, and for simplicity, SNRest was calculated by taking the
first position of a sub-profile and calculating its associated SNR (the function ESTIMATEPOISSIONSNR
in Algorithm 3). This prevented a more complex analysis of the SNR of a whole set of measurements
and yielded high-quality results, as will be shown.

Estimation of a λ value that was adapted to a given SNR condition could, therefore, positively
influence the estimation results and uphold the performance of denoising of the original profile.
Unfortunately, there was no closed form for λ, as the characteristics of the datasets differed greatly;
in [11], λ = 0.5 was used along with a hot-starting procedure and a so-called λ-grid, which allowed
the algorithm to run iterations at different values of λ in a grid and select the one that best described
the signal of interest according to an information criterion.

This procedure was also adopted here, where the Bayesian Information Criterion (BIC) [25] was
employed. Even though the selection using a λ-grid required more iterations to be run and, therefore,
more time until the algorithm converged, both the gain in timing with respect to the non-split version
and the gain in performance due to the grid, as will be shown further on, advocated for its usage.
The initial value of λ in the grid was then calculated based on the estimated SNR of the sub-profile.
This procedure allowed both for each split-profile to be processed entirely independently (as no
information from one was necessary for the other) and for the estimation performance to be equivalent
to the case where the whole dataset was processed as one. The final procedure for λ selection in the
split-profile LBI scenario is described in Algorithm 3.

It is important to note that, in case the dynamics of the system was different and the noise
model was not Poissonian, the general principle of adjusting λ based on the SNR would still be valid.
In other words, the fact that λ could be adapted according to the SNR of the signal of interest was a
property of the `2/`1 minimization being considered (as λ weighed the `1 norm with respect to the
`2 norm), and not of the trend break detection problem or even of the acquisition devices in OTDR
systems. These considerations generalized this approach to other applications where splitting the
original dataset was beneficial, provided an equally consistent noise model for estimating the SNR of a
sub-profile was devised.
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Algorithm 3 Split-profile with λ selection.
Require: Sλ = grid (0.5 : λmax) , ysplit

Ensure: β̂best

1: λfact ← ESTIMATEPOISSONSNR(max(ysplit))
2: Sλ ← λfact · Sλ

3: L← αN
4: β̂← LBI(y, λ=Sλ(1), βstart =0, vstart =0, L)
5: bbest ← BIC(β̂, y)
6: β̂best ← β̂first
7: for λ ∈ Sλ do
8: v← HOTSTART(β̂, λ)
9: β̂←LBI(y, λ, βstart= β̂, vstart=v, 0.1L)

10:
[

β̂best, bbest

]
← BIC(β̂, y, β̂best, bbest)

11: end for

In order to demonstrate the impact of the λ scaling derived from the estimated SNR in a given
profile, as well as that of the λ selection using a grid, the relative incidences of true and false positives
could be used; however, the so-called Matthews correlation coefficient, that can be calculated by:

MCC =
TP · TN− FP · FN√

(TP + FP) (TP + FN) (TN + FP) (TN + FN)
, (5)

allowed for a richer evaluation of the estimation quality. It qualifies the prediction of the
break/no-break binary classification, where a MCC = +1 value stands for perfect prediction and
MCC = 0 stands for random (or completely uncorrelated) predictions. Figure 3 presents the rates of
true and false positives, as well as the MCC value output by two versions of the split-profile method
(with and without the λ scaling and selection) and also by the original (non-split) LBI algorithm.
For these results, the split-profile length was fixed as 4500 points, and the original profile length was
set to 15,000 points; the dependence of the results on the choice of the split-profile length will be
discussed in the next subsection. Furthermore, 1000 profiles were generated according to Algorithm 2
to increase the statistical relevance of the results.
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Figure 3. Performance comparison between three different versions of the analysis algorithm.
Even though the differences of TPs and TFs might not seem extremely drastic for the split-profile simple,
the broader characterization enabled by the MCC makes it clear that there is a deep performance drop
if λ is not correctly chosen.

For all these and other results, the true and false positives were calculated by comparing
the original fault positions in the β̂ideal vector—used to create the datasets for analysis in
Algorithm 2—with the ones estimated (β̂best) by three different versions of the analysis algorithm:
the original (non-split) LBI, or Algorithm 1; the split-profile LBI without λ scaling and selection
(split-profile simple); and the full version of the split-profile LBI, or Algorithm 3. The same procedure
applied to true and false negatives.

The comparison between the three versions was fruitful because it allowed one to draw an
important conclusion, which was the crux of the split-profile methodology: merely subdividing a
dataset into a number of sub-profiles to be analyzed individually yielded a decrease in the performance;
it was only through a consistent modification of the parameters (λ selection) that comparable—or even
better—performances could be achieved.

3.2. Split-Profile Length Analysis

The choice of the split-profile length was, in contrast with the λ selection, a much less meaningful
parameter of the split-profile methodology. However, it remained as a free parameter of this
methodology and had to undergo scrutiny as well. As observed in Figure 4, the split-profile
length imposed a minimum threshold that, if respected, maintained the quality of the results.
There, the performance results for different split-profile lengths are depicted in terms of: the relative
false positive and true positive incidence, as well as the MCC. For these results, 1000 datasets, each
15,000 points long, were sorted and constructed using Algorithm 2 and later analyzed with the
split-profile LBI—Algorithm 3—using different split-profile lengths. At the same time, the same
datasets were analyzed with the original (non-split) LBI algorithm, to serve as a control group; the
results of this analysis represent the baselines—or the thresholds to be met—in the panels of Figure 4.
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Figure 4. Performance of the split-profile methodology for varying split-profile lengths, in number
of points. The original profiles, from which the sub-profiles were derived, contained 15,000 points.
To increase the statistical validity of the analysis, 1000 datasets were generated according to Algorithm 2.
The baselines—in black dashes—correspond to the results of the original (non-split) LBI. Above 4500
points, the performance recovered and slightly increased even when the λ-grid (Lines 7 through 10 in
Algorithm 3) was not performed, as evidenced by a higher MCC value.

This effect had quite a discernible origin, since reducing the instance size analyzed by any sparse
technique reduced its signal denoising capabilities. In summary, the results indicated that the minimum
split-profile length that allowed the original performance to be met was ∼4500. Below this value,
the split-profile LBI produced an overflow of false positives, and the MCC dropped significantly.
As the length increased, however, the total time necessary for the algorithm to elapse also increased;
therefore, the chosen operational value was set as the minimum such that the original performance
was met. The choice of 4500 for the results of Figure 3 followed from this analysis.

3.3. Timing Results

The parameters and procedures that allowed the split-profile LBI to uphold the performance level
set by the original LBI algorithm when applied to trend break detection in optical fiber profiles was
determined with a thorough analysis in the previous section. These were the λ selection and scaling,
the initial value of λ = 0.5 in the grid, and the split-profile length of ∼4500 points.

Finally, then, it was left to determine the impact of the split-profile methodology on the elapsed
time of the algorithm, which was the driving motivation behind its development. For this analysis,
the results of Figure 2 were used as a reference. Furthermore, two different timing curves are presented
in Figure 5: the full processing time of Algorithm 3, including the extra necessary iterations to perform
the λ-grid selection; and the processing time without the grid, i.e., in case the algorithm was to be
halted before Line 7 of Algorithm 3. This result was important to showcase the minimum relative
impact that the extra iterations required by the grid had on the total processing time in contrast with
the impact that they had on the overall performance of the split-profile LBI, as shown in Figure 3.
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Figure 5. Final timing comparison between the original LBI and the corresponding split-profile LBI; two
versions of the latter, with and without the λ-grid, are depicted. For shorter dataset lengths, the effect
of the split-profile methodology is rather negligible since the original length is comparable to the
individual split-profile length; however, as the dataset length increases above 20,000 points, a very clear
distinction can be observed between the total elapsed times of the variants of the analysis algorithm.

By adjusting the length and the selection of λ, the performance of the split-profile LBI was upheld,
and simultaneously, a dramatic decrease in the total processing time was observed. In fact, as the
results of Figure 5 showed, once the length was fixed, the time scaled linearly with the length of the
dataset being processed instead of quadratically: as the split length was fixed, the overall processing
time was comprised of the time required for processing one split-profile multiplied by the number of
total splits plus a processing overhead. The results of the original LBI algorithm are reproduced from
Figure 2—in black along with its parabolic fit—for reference. The results of the complete split-profile
LBI—Algorithm 3—are shown in blue, which represent a minor increase with respect to those in red,
which correspond to not performing the λ-grid. For both these results, a linear fit was used, with an
associated R2 value of 0.999 and 0.998 when considering and not considering the grid, respectively.
As in the analysis of the timing of the original LBI, the linear fit was performed, for the split-profile
LBI, only within the first points, in the range [6000 : 15, 000], and then extrapolated to the other points,
showing that the fit was indeed consistent as the length of the dataset increased.

4. Discussion: Parallelization of Profile-Split in Dedicated Hardware

The results of Figure 5, even though quite striking, were acquired after running the algorithm on a
workstation (INTEL XEON CPU E5-2690 V4 at 2.6 GHz and 512 GB RAM). As set forth in [12], however,
the core of the LBI algorithm could benefit immensely from hardware-dedicated implementation.
There, individual Block RAMs (BRAMs) were structured such that data from each iteration could be
fed in parallel to an arithmetical unit, greatly expediting the procedure. In fact, the total number of
clock cycles necessary for the algorithm to elapse given the total number of iterations and the amount
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of available memory structures (BRAMs) in such a dedicated hardware was analytically determined
and confirmed for commercial FPGAs [12] and was as follows:

C (N, M, α, F) =

F+
L

∑
i=1

[
3
(⌈

((i− 1)%N) + 1
M

⌉
+2
)
+dlog2 Me

]
,

(6)

where the operator d·e denotes the ceiling operation, N is the instance size, L is the total number
of iterations (L = αN, M is the number of available BRAMS, and F is an (overall negligible) offset
associated with initialization and control instructions (F = 22) [12]. By associating this value with the
maximum achievable clock frequency in the target FPGA, the processing time could be determined,
i.e.,

Tproc =
C(N, M, α, F)

fmax
. (7)

In a profile-split scenario, pre-determined stretches of data of fixed size (N∼4500 according to
Section 3) were processed individually. The free-parameters of Equation (6) were, thus, reduced to α,
M, and fmax. The first, albeit a choice of the operator, was shown to yield highly accurate results at
values α = 450 or greater [12] and could also be fixed. The latter two were limited by the availability
of resources on the FPGA chip and the optimality of the clock distribution inside the chip. In order,
thus, to expand the analysis, two target FPGA chips, namely Altera’s CYCLONE V and STRATIX V,
were selected as potential platforms for the implementation of the parallel split-profile LBI. Making use
of the hardware design established in [12] for an FPGA-embedded LBI unit, the resource usage and
maximum estimated clock frequency for different unit sizes were determined and are presented in
Figure 6. Here, the unit size was determined by the number of BRAMs included in the design.
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Figure 6. Resource and timing analysis for two FPGA chips of different sizes: the smaller CYCLONE V;
and the mid-range STRATIX V. These results correspond to the optimal place-and-route procedure of
commercially available hardware-design software, namely the QUARTUS PRIME software.

Simple linear regressions applied to each of the datasets—also depicted in Figure 6—enabled one
to estimate, given the number of BRAMs in the design, both the resource usage and the maximum
clock frequency for the target FPGAs. Based on these, operation conditions for different hardware
options could be determined. Here, three such options were considered: the original LBI hardware,
consisting of a single unit that utilized the chip’s full resource capacity and processed the whole dataset
without splitting; a sequential split-profile implementation, where a single unit making use of the
chip’s full resource capacity processed individual sub-profiles one after the other; and the simultaneous
split-profile implementation, where multiple units, each making use of a portion of the chip’s full
resource capacity, processed individual sub-profiles at the same time.

The objective of the comparative analysis between the three options was to gauge: the speed-up
level of the split-profile methodology as opposed to the original LBI in a hardware scenario; the
minimum processing time achieved by the split-profile LBI; and finally, the tradeoff between
simultaneous processing and full resource utilization. In order to perform the analysis correctly,
whose results are depicted in Figure 7, the following practical observations are due:

• The analysis was restricted to the STRATIX V, since the CYCLONE V did not offer enough resources
for a fruitful analysis for a large range of profile lengths.

• Due to the fact that the difference in processing times between the split-profile and the original
LBI was insignificant for datasets containing fewer than 20,000 points—according to the analysis
of Figure 5—this was set as the starting point of the analysis.

• The goal was to observe the trend of the total processing time curve for the three hardware options
(original LBI, sequential split, simultaneous split) as the dataset length increased. Therefore, up to
107 points were considered for the analysis.
• Due to the data storage architecture and assuming a 20 bit long word BRAM with 1024 positions,

each BRAM had a data capacity of 333 points [12].
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• The BRAM storage capacity could be combined with the stipulated size of the profile-split
(Nsplit = 4480) in order to determine the minimum number of BRAMs assigned to each unit (14).
• The curve that associated the resource usage in the FPGA to the number of instantiated BRAMs

(Figure 6) could be used to determine the maximum number of individual split-profile units
that could be simultaneously instantiated in the STRATIX V (38, with 98.08% resource usage)
and, in turn, the maximum number of data points that could be stored (38 · 4480 = 170,240,
highlighted in Figure 7).

• The curve that associated the resource usage in the STRATIX V to the number of instantiated
BRAMs (Figure 6) could be used to determine the maximum number of BRAMs that could
be used for the original LBI implementation (1392, with 99.06% resource usage) and, in turn,
the maximum number of data points that could be stored in the FPGA (333× 1392 = 463,536,
highlighted in Figure 7).

• If the dataset to be processed was longer than the maximum storage capacity of the hardware,
full processing would not be possible in a single step, requiring the data points to be processed
in batches.

• Processing data in batches required extra time necessary for loading/unloading of data to be
taken into account. According to [12], this procedure took one clock cycle per data point and,
although negligible, was included for completeness.

• Provided the sub-profile segmentation was respected through batch processing, no further care
was needed in a profile-split scenario.
• In the original LBI implementation, batch processing required an additional λ selection step (as

was necessary in the split-profile case), otherwise the performance would decrease drastically.
The procedure described in Section 3 could be employed such that the original performance
was maintained.
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Figure 7. Total processing time as a function of the dataset length for three possible hardware
implementations in the STRATIX V. The results are displayed in LOG-LOG scale for ease of visualization.
Striking features, discussed in the text, are: the slope break of the original LBI curve, which corresponds
to the transition to batch processing; the equivalence between the asymptotic slopes of all three curves;
and the dominance of the simultaneous split-profile hardware in terms of processing time over the
other options.

The most straightforward observation that could be made from Figure 7 is that the simultaneous
split-profile, which made use of multiple units of the split-profile LBI instantiated in the same hardware,
outperformed the other solutions. The sequential split-profile hardware, when implemented in the
STRATIX V, exhibited a ∼3-fold asymptotic time increase with respect to the simultaneous split-profile
hardware, still figuring as an excellent candidate for implementation in smaller FPGA chips (such as the
CYCLONE V), where instantiating a single unit was beneficial. Furthermore, since the software version
of the split-profile LBI used to extract the results of Figure 5 also performed sequential processing of
the sub-profiles, the timing comparison between this and the sequential hardware could be made on
the same grounds: while the software version required close to 300 s to process a 50,000 point long
dataset, the sequential hardware elapsed in about 1.1 s, a close to 300-fold reduction.

Quite noticeable as well in Figure 7 are the discrete jumps taken by the black (original LBI)
and blue (simultaneous split LBI) curves. As commented before, in case the dataset contained more
points than could be stored by a particular hardware, batch processing was required. Whenever the
number of necessary batches increased, the lines performed a jump. Above the marked value of
170,240, for instance, the blue curve jumps since the number of necessary batches is two; it then
remains stationary since, even though the dataset length is increasing, only two batches are necessary.
When the dataset is long enough such that three batches are necessary, it jumps again, and so forth.
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The above described behavior is also observed in the black curve, although for this curve, a slope
break is also observed, which must be discussed. For small dataset lengths, the original LBI processed
the data without batches and, therefore, followed the quadratic complexity curve that was already
been discussed in Section 2 and Figure 5. The fact that the slope of the timing curve in LOG-LOG scale
was close to two was a consequence of its quadratic behavior. When the dataset increased such that
batch-processing became necessary (above the marked value of 463,536), the batching had the effect of
splitting the original profile into smaller sub-profiles, thus artificially inducing a split-profile character.
In the asymptotic regime, the slope then acquired the characteristics of the split-profile curves (blue
and red) with a LOG-LOG slope close to one, indicating a linear increase of the total processing time.

5. Materials and Methods

To evaluate the capabilities of the proposed architecture, the following methods were used: a
commercially available state-of-the-art synthesis software (Intel Quartus Prime) was used to evaluate
the maximum clock frequency and the device occupation of the design for different sizes (i.e., the
number of used block RAMs in parallel).

6. Conclusions

The profile-split methodology ensured comparable algorithm performance while overcoming the
quadratic scaling of the elapsed time, which became a severe hindrance for long instance sizes. As it
stands, no information from any of the splits was necessary so that another split could be processed,
and thus, simultaneous processing of each of the split profiles was a possibility. The results from
Section 3 stipulated optimized parameters for individual hardware units implementing Algorithm 3,
in particular with respect to the size, or number of data points, assigned to each of these units.
This, in turn, enabled an analysis, in Section 4, of the impact of implementing multiple units that
simultaneously processed data inside an embedded unit, such as an FPGA, with limited resources in
terms of memory and logical elements. The limited resources created a constraint on the number of
total parallel units that could be instantiated and put the advantages of this methodology to a more
stringent test. The processing times of a few seconds for datasets as long as 100,000 points associated
with an MCC value of 0.84 placed the hardware-embedded split-profile linearized Bregman iterations
algorithm as the candidate of choice for trend break detection problems.
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Abbreviations

The following abbreviations are used in this manuscript:

FPGA Field Programmable Gate Array
LBI Linearized Bregman Iterations
TBD Trend Break Detection
TP True Positives
TF False Positives
TN True Negatives
FN False Negatives
MCC Matthews Correlation Coefficient
SNR Signal-to-Noise Ratio
OTDR Optical Time Domain Reflectometry
BIC Bayesian Information Criterion
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