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Abstract

Lisseth Saavedra Patiño; Bergmann, José Ricardo (Advisor);
Simon da Rosa, Guilherme (Co-Advisor). Some novel full-wave,
variational, and perturbational pseudo-analytic methods
for electromagnetic propagation modeling in complex
geophysical formations. Rio de Janeiro, 2020. 110p. Thesis
– Departamento de Engenharia Elétrica, Pontifícia Universidade
Católica do Rio de Janeiro.

This work presents a comprehensive study on some techniques for
modeling electromagnetic sensors used in well prospecting. These sensors
are usually immersed in complex geophysical formations (inhomogeneous,
dissipative, and anisotropic) with multiscale dimensions and constitutive
parameters of the medium abruptly varying, resulting in a challenging
problem for conventional computational electromagnetic techniques.
Our proposal overcomes these problems and contributes to a better
understanding of the physical electromagnetic phenomena that occur in
these structures. We analyzed the propagation problem by using: a) a full-
wave method based on the mode-matching technique, b) perturbational
solutions for solving a Fredholm integral equation on the grounds of
the Born approximation, and c) variational methods for calculating the
sensor impedance. We present results that demonstrate the ability of the
techniques introduced in this dissertation to accurately and efficiently
modeling electromagnetic sensors in a more realistic fashion when compared
with other methods available in the literature.The computational cost of the
numerical algorithms developed in this work is relatively low if compared
to that required in traditional techniques (such as finite elements, finite
differences, and method of moments).

Keywords
Mode-matching techniques; Born-based approximation; Full-wave

techniques; Scattering; Well-logging sensors.
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Resumo

Lisseth Saavedra Patiño; Bergmann, José Ricardo; Simon
da Rosa, Guilherme. Métodos pseudo-analíticos de onda
completa, variacionais e de perturbação para modelagen
da propagação eletromagnética em formações geofísicas
complexas. Rio de Janeiro, 2020. 110p. Tese de doutorado –
Departamento de Engenharia Elétrica, Pontifícia Universidade
Católica do Rio de Janeiro.

Este trabalho apresenta um estudo abrangente sobre novas técnicas
para modelagem de sensores eletromagnéticos usados na prospecção de
petróleo. Estes sensores normalmente ficam imersos em formações geofísicas
complexas (não homogêneas, dissipativas e anisotrópicas) com dimensões
e parâmetros constitutivos do meio envolvendo múltiplas escalas, e isso
representa um problema desafiador para as técnicas tradicionais de
eletromagnetismo computacional. Nossa proposta supera esses problemas
e contribui para uma melhor compreensão dos fenômenos eletromagnéticos
físicos que ocorrem nessas estruturas. Analisamos o problema de propagação
usando: a) uma técnica de onda completa baseada no método de casamento
de modos, b) soluções perturbacionais para a equação integral de Fredholm
vetorial baseadas na aproximação de Born, e c) métodos variacionais para
o cálculo da impedância dos sensores eletromagnéticos de interesse para
a exploração geofísica. Nós apresentamos resultados que demostram a
capacidade das técnicas introduzidas nesta tese para modelar de forma
acurada e eficiente sensores eletromagnéticos de forma mais realista do
que as alternativas disponiveis na literatura. O custo computacional dos
algoritmos desenvolvidos é relativamente baixo comparado com técnicas
puramente numéricas tradicionais (tais como os métodos de elementos e
diferenças finitas ou o método dos momentos).

Palavras-chave
Técnicas de casamento de modos; Aproximação baseada no método

de Born; Técnicas de onda completa; Espalhamento; Sensores para
prospecção de petróleo.
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1
Introduction

1.1
General Introduction

The focus of this thesis is to explore full-wave, variational, and pertur-
bational pseudo-analytic methods for electromagnetic propagation modeling
in complex geophysical formations. These methods will be used for describing
modern electromagnetic sensors employed by the oil and gas industry in well
logging prospecting for hydrocarbon reservoirs. Well logging is the process of
recording data about the geophysical characteristics of the media by using
a measurement device crossing the media. This process has been used by a
geologist as a mapping technique for exploring the earth subsurface, for a
geophysicist, as support for surface seismic analysis, for a reservoir engineer to
collect data for providing values to use in a simulator, and for a petrophysicists
to evaluate the potential hydrocarbon production of a reservoir [2]. In this
research, we will draw attention to the hydrocarbon and gas applications
due to its industry and economic importance. The well-logging measurement
methods comprise electrical, nuclear, and acoustic techniques [2 – 4]. It is due
that the evaluated parameters could be sensitive to the properties of the
geophysical formation or the fluid inside the rock porous. Modern petrophysics
evaluation tools, as that illustrated in Figure 1.1, use several measurement
devices to obtain the characteristics of the soil and the rocks surrounding the
borehole [1, 3, 4]. In this thesis, we will focus on electromagnetic sensors.

In the past years, the data acquired by the logging sensors were trans-
mitted to a surface station by using a wireline. This process is known as
wireline logging, and the measurements are executed after the drilling com-
pletion [2, 5, 6]. Since the last decade, the wireline is giving way to modern
logging-while-drilling (LWD) tools that have enabled real-time characterization
of the lithological variations in the soil surrounding a prospecting oil well. In
this configuration, both logging and drilling processes are performed at the
same time that the borehole is drilled, by allowing the improving the early
identification of potential pay-zones.

Electromagnetic LWD sensors are typically comprised of an array of
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H. Tobin et al. Methods

Proc. IODP | Volume 348 58

Figure F22. Measurement-while-drilling/logging-while-drilling (MWD/LWD) bottom-hole assembly 12.25
inch configuration, Hole C0002N. PDM = positive displacement motor, PDC = polycrystalline diamond
compact. XBAT = X-Bimodal AcousTic sonic, EWR = electromagnetic wave resistivity, DDS = drill string dy-
namic sensor, AGR = azimuthal gamma ray, PWD = pressure while drilling, AFR = azimuthal focused resistivity.

12 × 8.5" drill collar

8" float sub

MWD downhole screen

MWD/LWD system

12" stabilizer
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PDC bit

Sonic
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image (AFR)

Figure 1.1: Example of a commercial measurement-while-drilling/logging-
while-drilling (MWD/LWD) tool. This tool employs a bottom-hole assembly
using a 12.25 inch mandrel. There are several sensors and devices installed
on the drilling tube, including: PDM = positive displacement motor, PDC =
polycrystalline diamond compact, XBAT = X-Bimodal AcousTic sonic, EWR
= electromagnetic wave resistivity, DDS = drill string dynamic sensor, AGR
= azimuthal gamma ray, PWD = pressure while drilling, AFR = azimuthal
focused resistivity. Source [1].

horizontal or tilted-coil antennas wrapped around a metallic mandrel [7 – 14],
as illustrated in Figure 1.1 and in Figure 1.2. The coil antennas operate in the
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Chapter 1. Introduction 16

Figure 1.2: A typical planed well using of a triaxial LWD sensor within a
complex geophysical formation.

frequency range from 100 kHz to 1 GHz, with a prevalence sensors dedicated
to the frequencies of 2 MHz and 400 kHz [3, 4, 13]. The receivers (RXs) are
distributed over the mandrel, up to a couple of meters away from the (TXs).
The induced voltage at the RX antennas is measured during the drilling
process, and its relative amplitudes and phase differences can be used in
inverse algorithms for establishing the constitutive parameters of the medium
surrounding the borehole.

The soil formations are generally complex, formed by inhomogeneous,
dispersive, and anisotropic rocks. The anisotropy is given by some geological
features such as the presence of sand and clay in the formation or the invasion
of salt water in a directional soil fracture [15]. Such media characteristics
will dictate the electromagnetic propagation of the fields radiated by the
transmitter antennas [16 – 19]. Therefore, the induced voltage at the RX
sensors will be strongly affected by the electromagnetic properties of the
soil, including the electric conductivity (σ) and permittivity (ε) as well as
the magnetic permeability (µ). For the typical LWD operation frequencies,
however, the concerns are on σ and µ because the displacement currents are
dominated by the conduction ones. It is especially important to characterize σ
because high-resistivity media (or its inverse: low electrical conductivity) are
frequently associated with the hydrocarbon concentration.

Computation electromagnetics (CEM) techniques can be used to model
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Chapter 1. Introduction 17

the electromagnetic fields in the direct problem, where we know both sources
(our the TXs) and the media. Thus, the simulation results for the voltages at
the RXs are then used as a basis for an iterative reconstruction algorithm that
solves the inverse problem, i.e., it correlates the RX voltages with the apparent
soil resistivity [5,20,21]. For ensuring the accurate modeling of the LWD sensor
response, a mathematical method should incorporate the media (with inho-
mogeneities and complex anisotropies) and geometry descriptions in a realistic
fashion. Generally, a vertical well comprises a metallic mandrel concentric with
a borehole and a geological formation surrounding the drilling tool [21 – 25], as
that illustrated in Figure 1.3. The geological formation (background media) are
usually approximated by a set of vertically homogeneous stacked layers [26 –
28] or, in a more realistic model, by a cylindrically-layered medium with
both vertical and radial layers [21 – 25]. Such choices make easy the boundary
conditions enforcement because of the cylindrical conformation. However, such
models may be inadequate for representing underground prospecting scenarios
with non-symmetric geometries. Consider, for instance, the case depicted
in Figure 1.3: a scattering object will disturb the RX voltage response. The
scattering objects can be used to represent a real-world matter, such as a
mud-invaded zone, an injection well drilled parallel to the main production
line, a hydraulic fracture in the formation, a dipping (tilted) layer, among
others [15, 28 – 31]. We believe that the electromagnetic characterization of
these asymmetric borehole environments was not yet properly explored in the
literature, and it is the primary motivation of this thesis. We will address the
problem as a three-dimensional (3D), anisotropic, and lossy scatterer inside a
cylindrically-layered medium, as illustrated in Figure 1.3.

Integral equation-based methods are widely used for modeling the scat-
tering by arbitrarily shaped objects due to their flexibility in handling irregular
objects [32 – 36]. Nevertheless, these methods require the computation and the
inversion of a large complex matrix, whose computational cost can become
prohibitive in multi-scale EM problems, as the ones discussed in this work.
Instead of using traditional CEM techniques (based on finite elements, finite
differences, finite volumes, or method of moments), we present an accurate and
numerically efficient solution for the propagation problem at hand by using
a perturbational solution. Our approach to calculating the sensor induced
voltages consists of two steps; first, we solve the electromagnetic problem
in the absence of the non-symmetric object by using the mode-matching-
based method as proposed in [21, 24]. Then, we solve Fredholm’s integral
equation based on the Born approximation (BA) [37] to obtain the field
perturbation due to the scatterer. We use a full-wave method based on the
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Chapter 1. Introduction 18

mode-matching technique (MMT) as a basis for the BA developments. The
perturbation method proposed in this thesis is flexible to model arbitrarily
heterogeneous and anisotropic earth formations. It contributes to a relatively
low-cost computational algorithm that accounts for the LWD tool response in
complex geophysical environments. However, as in any perturbational theory,
this approach has some limitations. The BA can accurately represent only
the problems where the EM field variations inside the scatterer are small
(compared to the background), and its dimensions are substantially smaller
than the working wavelength [38 – 41]. Besides of that, remarkable results are
possible in modeling LWD sensors operating below 2 MHz, as will be well
detailed later in Chapter 3.

The BA requires the dyadic Green’s functions of the background media
for computing the perturbation field due to a scatterer, and obtaining them is
not a trivial task in complex environments. For this reason, several works have
addressed the problem by using the dyadics for homogeneous and isotropic
background media [37, 39, 40, 42]. This strategy, however, has a dramatic
cost: volumetric integrals should be computed throughout the whole problem
domain (each vertical and radial layer in addition to the scatterer). For
example, for modeling the hole bored into the ground depicted in Figure 1.2,
assuming the background as the formation in 1, we require the following
integrals: over a) the metallic cylindrical mandrel, b) the borehole, c) the soil
1, in addition to d) the invaded zone (soil 2). In the recent works in [28, 31],
a similar procedure was employed, but, the dyadic Green’s functions for
the background were computed for planar stratified media. This allows a
tremendous reduction in the computational cost required by the BA because
the volumetric integrals should now only be calculated in the volume of the
borehole and scatterer. In the proposed strategy, the dyadic Green’s functions
for the entire symmetric background (with planar and radial layers) are
obtained. Consequently, one of the major contributions of our work towards
the modeling of such kind of problem is that our BA approach requires only
the computation of volumetric integrals over the scatterer zone.

Another topic addressed in this thesis is the modeling of the electromag-
netic LWD sensor impedance. The analysis of the self-impedance of a realistic
coil-antenna (i.e., a non-delta-type current source) was computed by using the
full-wave MMT-based field solution combined with a variational method. To
the best of our knowledge, the modeling of self-impedance of antenna sensors is
a topic that was not adequately addressed in the literature because it demands
high-cost by using traditional CEM methods. Our objective is to compute the
input impedance for some classes of antennas used in practical LWD tools such

DBD
PUC-Rio - Certificação Digital Nº 1612997/CA



Chapter 1. Introduction 19

Figure 1.3: Geometry of a prospecting well drilled in a soil formation with a
buried scatterer.

as those implemented by many oilfield contractors [9 – 12]. Several case studies
are presented to validate the formulation mentioned above and to explore some
antenna designs.

1.2
Major Research Contributions

The following topics of the research correspond to our original scientific
contributions:

– The derivation of dyadic Green’s functions for inhomogeneous
cylindrically-layered media with both vertical and radial layers.

– The formulation and numerical implementation of a Born approximation
(BA) for modeling the electromagnetic propagation in cylindrically-
stratified formations (with vertical and radial layers) perturbed by three-
dimensional anisotropic scatterers.

– The formulation of an extended version of the Born approximation
(EBA) for modeling the electromagnetic propagation in cylindrically-
stratified structures (with vertical and radial layers) perturbed by three-
dimensional anisotropic scatterers.
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– The formulation of electromagnetic scattering due to magnetodielectric
objects with arbitrary anisotropy embedded in vertical and radial layered
media in terms of BA and EBA.

– The computation of the LWD tool response with horizontal- and tilted-
coil antennas traversing a non-uniform cross-section borehole.

– The formulation and numerical implementation of a variational mode-
matching-based solution for computing the self-impedance of a realistic
LWD tool immersed in a cylindrically-stratified soil formation.

1.3
Thesis Organization

The rest of this thesis is organized as follows. In Chapter 2, we review
a semi-analytic formulation for analyzing the radiation due to LWD tools in
anisotropic soil formations with both longitudinal and radial stratifications
via a mode-matching-based technique. This approach employs an analytical
eigenfield expansion that does not rely on a spatial discretization of the
problem domain. The total field can be represented by a sum of a relatively
small number of eigenmodes when compared to the number of grid points
or discrete mesh required in other techniques, providing to this method
the numerical efficiency demanded for the progress of real-time hydrocarbon
exploitation.

In Chapter 3, we present a comprehensive mathematical formulation for
modeling the electromagnetic propagation in cylindrically-stratified formations
in the presence of 3D anisotropic scatterers. We have employed the field
solutions obtained in Chapter 2 as a basis for representing the scattered fields,
and we then derive a perturbation solution based on the Born approximation
(BA) for the resulting Fredholm vector integral equation. We formulate two
versions for perturbation corrections: one is based on the conventional BA, and
the other is an extended version (EBA).

In Chapter 4, we present some relevant results obtained from our numer-
ical implementation of the BA algorithm. Some case studies of LWD sensor
responses were analyzed, including the effects of different kinds of scatterers,
anisotropies, and antenna configurations.

In Chapter 5, we compare some aspects of BA and EBA for representing
fields analysis inside the scatterer an in its vicinity.

In Chapter 6, we present a realistic model for the LWD sensor antennas.
A detailed study was conducted to modeling the self- and mutual-impedance
of finite-size coil antennas immersed in complex soil formations. We present
results that demonstrate the ability of the techniques introduced in this thesis
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for accurately to model electromagnetic logging sensors in a realistic way when
it is compared with the Hertz-dipole-based model for TX and RX commonly
found in the specialized literature. Most important: such results have shown
that the computational effort required by our approach is relatively low if
compared to other numerical techniques used as a reference.

Finally, in Chapter 7, we present the concluding remarks of this research
and some suggestions for continued future works.
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2
Electromagnetic Fields in Stratified Cylindrical Media

2.1
Introduction

Besides the earth soil being inherently an inhomogeneous environment,
from a computational viewpoint, it is appropriated to model it as a locally
stratified media by using a set of coupled layers (each one represented by a
homogeneous, anisotropic, and lossy material), as illustrated in Figure 2.1.
Due to the azimuthal symmetry of the well-logging tool that we want to
describe (see Figure 1.2), the cylindrical coordinates system (ρ, φ, z) is a
natural choice for the boundary condition enforcement. In this thesis, we
assume (and subsequently we omit it) a time-harmonic dependence in the
form e−iωt, where ω is the angular frequency.

In this chapter, we review the semi-analytic method proposed in [5, 21]
for solving the electromagnetic propagation in cylindrical-layered media. The
formulation presented in this chapter is a fundamental base of the perturba-
tional method for solving the propagation due to asymmetric scatterers. The
chapter is organized as follows. In Section 2.2, we first solve the boundary
problem of a radially-layered medium. Next, in Section 2.3, we use an axial
mode-matching technique for solving the longitudinally-layered problem. We
obtain a generalized scattering matrix (GSM) for describing each one of the
vertical layers apart. The complete electromagnetic problem, including all
vertical formations, can then be obtained by just properly combining the GSM
matrices derived earlier. In sections 2.4 and 2.5, we describe the TX and RX
by using a coil antenna model to approximate a real LWD sensor. Finally, in
Section 2.6, we summarize the mathematical procedure reviewed herein and
the associated numerical algorithm implementation.

2.2
Radial Layers

We first solve the propagation problem for radial layers; subsequently,
we use these results to calculate the fields through vertical regions. An oil
well cross-section can be represented by stratified media composed of N radial
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Figure 2.1: Stratified cylindrical structure composed by axial regions and radial
layers.

layers, as illustrated in Figure 2.2. Each layer is located between rj−1 < ρ < rj,
with j = {1, 2, ...N}. Due to that, the analytic field solution for cylindrically
stratified media is restricted to uni-axial materials. We characterize each
layer by a uniaxial medium described by the complex-valued permittivity and
permeability tensors:

¯̄εj =


εjs 0 0
0 εjs 0
0 0 εjz

 , with εj{s,z} = ε0εjr{s,z} + i
σj{s,z}
ω

, (2-1)

¯̄µj =


µjs 0 0
0 µjs 0
0 0 µjz

 , with µj{s,z} = µ0µj{s,z}, (2-2)

where s represents the transverse components (ρ or φ), σj{s,z} is the electrical
conductivity and ε0, µ0 are the constitutive parameters for vacuum.

2.2.1
Electromagnetic Field Solutions

We calculate the electromagnetic fields for the proposed geometry by
solving the Helmholtz equation in cylindrical coordinates by decomposing the
fields in terms of transverse electric (TEz) and magnetic (TMz) to z con-
tributions. Notice that this decomposition is useful for decoupling Maxwell’s
equations, but in general, we need hybrid modes (linear combination of TEz

and TMz) for enforcing the boundary conditions. The solution of the associated
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Figure 2.2: Radially-layered waveguide.

wave equation for fields parallel to ẑ is given by [5, 21,37,43]

ψ =
∑
n

∑
kz

Cn,kzRn

(√
pz
ps
kρ ρ

)
Φ(nφ)Z(kzz), (2-3)

where ψ = {Ez, Hz}, p = {ε, µ}, Rn(·) is a general solution for Bessel
differential equation of integer order n, Φ(nφ) and Z(kzz) are harmonic
functions, kz is the axial wavenumber, and kρ is the radial wavenumber that
satisfies the dispersion relation

k2
ρ = k2

s − k2
z , with k2

s = ω2µsεs. (2-4)

The summation in (2-3) is over all possible values (eigenvalues) of n and
kz. Cn,kz is a source-dependent constant given by its source boundary condition.
Once we determine the Ez and Hz, the fields components transversal to ẑ can
be obtained by using [37, p. 162], [5, Sec. 3.2.2]

Es = 1
k2
ρ

[ikz∇sEz + iωµ∇s × (ẑHz)], (2-5)

Hs = 1
k2
ρ

[ikz∇sHz − iωε∇s × (ẑEz)], (2-6)

where ∇s is the transverse (2D) nabla operator given by

∇s = ρ̂
∂

∂ρ
+ φ̂

1
ρ

∂

∂ρ
. (2-7)
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We can represent the field components in (2-3), (2-5) and (2-6) for each
layer j in a compact fashion [37, Ch. 3]:Ejα

Hjα

 =
∞∑

n=−∞

∞∑
p=1

ejα,np(ρ)
hjα,np(ρ)

 einφ+ikz,npz, for α = {ρ, φ, z}, (2-8)

where the index n refers to the azimuthal (φ) dependence of electromagnetic
fields, while p refers to its radial (ρ) dependence. In addition, ejα,np(ρ) and
hjα,np(ρ) are the ρ-dependent representation of the electric and magnetic fields
given by a linear combination of cylindrical functions, i.e.,ejα,np(ρ)

hjα,np(ρ)

 = ¯̄Hzn(kjρ,npρ)āj + ¯̄Jzn(kjρ,npρ)b̄j, (2-9)

where āj and b̄j are 2 × 1 column vectors of amplitudes determined from the
boundary conditions, āj represents TM modes while b̄j TE modes, and they
can be expressed as

āj =
aej,np
ahj,np

 , b̄j =
bej,np
bhj,np

 , (2-10)

where the indexes e and h are used for electric and magnetic fields respectively,
ke,hjρ,np = αe,hj kjρ,np, and αe,hj are anisotropic coefficients given by

αej =
√
εjz
εjs
, αhj =

√
µjz
µjs

. (2-11)

By enforcing the boundary conditions in each interface rj, for each np-
harmonic modal field, we can obtain the ρ-dependent fields in (2-9) as [5, 21,
37,43]

ḡjα,np =
[ ¯̄Hαn(kjρ,npρ) + ¯̄Jαn(kjρ,npρ) ˜̄̄

R
(ρ)
j,j+1

]
āj, or (2-12)

ḡjα,np =
[ ¯̄Hαn(kjρ,npρ) ˜̄̄

R
(ρ)
j,j−1 + ¯̄Jαn(kjρ,npρ)

]
b̄j, (2-13)

where ḡjα,np = [ejα,np hjα,np]t represents electromagnetic fields components in
direction α = {ρ, φ, z}. In order to simplify the notation, in the next equations
we will drop the modal subscript np, restoring it later if needed. Accordingly,

DBD
PUC-Rio - Certificação Digital Nº 1612997/CA



Chapter 2. Electromagnetic Fields in Stratified Cylindrical Media 26

¯̄Hαn(kjρρ) and ¯̄Jαn(kjρρ) become

¯̄Gzn(kjρρ) =
Gn(kejρρ) 0

0 Gn(khjρρ)

 , (2-14)

¯̄Gφn(kjρ ρ) = 1
k2
jρρ

 −n kz Gn(kejρ ρ) −iωµjskhjρρG′n(khjρρ)
iωεjsk

e
jρρG

′
n(kejρρ) −nkzGn(khjρρ)

 , (2-15)

¯̄Gρn(kjρρ) = 1
k2
jρρ

ikzkejρρG′n(kejρρ) −nωµjsGn(khjρρ)
nωεjsGn(kejρρ) ikzk

h
jρρG

′
n(khjρρ)

 . (2-16)

In the above, the matrix ¯̄Gαn(kjρρ) can be used for representing both
¯̄Hαn(kjρρ) and ¯̄Jαn(kjρρ). The Hankel function of first kind H(1)

n is represented
when ¯̄Gαn(kjρρ) = ¯̄Hαn(kjρρ). The Bessel function Jn is obtained when
¯̄Gαn(kjρρ) = ¯̄Jαn(kjρρ). The prime (′) indicates the first derivative of the
cylindrical functions with respect to the argument.

Returning to (2-12) and (2-13): the generalized reflection matrix ˜̄̄
R

(ρ)
j,j+1

is a 2× 2 matrix given by [5, 37]:
˜̄̄
R

(ρ)
j,j±1 = ¯̄R(ρ)

j,j±1 + ¯̄T (ρ)
j±1,j

˜̄̄
R

(ρ)
j±1,j±2

( ¯̄I − ¯̄R(ρ)
j±1,j

˜̄̄
R

(ρ)
j±1,j±2

)−1 ¯̄T (ρ)
j,j±1, (2-17)

where the tilde symbol is used for indicating generalized reflection and trans-
mission matrices that take into account all the transmission and reflection
effects emerging through N -layered boundary problem shown in Figure 2.2.
The non-tilde matrices are local reflection and transmission matrices given
by [5]

¯̄R(ρ)
j,j+1 = ¯̄D−1

ja

[ ¯̄Hφj+1,j
¯̄Hzj,j − ¯̄Hφj+1,j

¯̄Hzj+1,j
¯̄H−1
φj+1,j

¯̄Hφj,j

]
, (2-18)

¯̄R(ρ)
j+1,j = ¯̄D−1

jb

[ ¯̄Jφj,j ¯̄Jzj,j ¯̄J−1
φj,j

¯̄Jφj+1,j − ¯̄Jφj,j ¯̄Jzj+1,j
]
, (2-19)

¯̄T (ρ)
j,j+1 = ¯̄D−1

jb

[ ¯̄Jφj,j ¯̄Hzj,j − ¯̄Jφj,j ¯̄Jzj,j ¯̄J−1
φj,j

¯̄Hφj,j

]
, (2-20)

¯̄T (ρ)
j+1,j = ¯̄D−1

ja

[ ¯̄Hφj+1,j
¯̄Hzj+1,j

¯̄H−1
φj+1,j

¯̄Jφj+1,j − ¯̄Hφj+1,j
¯̄Jzj+1,j

]
, (2-21)

where j = 1, 2, . . . , N − 1, and

¯̄Dja = ¯̄Hφj+1,j
¯̄Hzj+1,j

¯̄H−1
φj+1,j

¯̄J−1
φj,j −

¯̄Hφj+1,j
¯̄Jzj,j, (2-22)

¯̄Djb = ¯̄Jφj,j ¯̄Hzj+1,j − ¯̄Jφj,j ¯̄Jzj,j ¯̄J−1
φj,j

¯̄Hφj+1,j. (2-23)

In the above, we have used the shorthand notation

¯̄Bαi,j = ¯̄Bα,n(kiρrj), (2-24)

where ¯̄Bα,n = ¯̄Hα,n or ¯̄Jα,n with α = {φ, z}.
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It should be observed that the superscript (ρ) used above in (2-17)–
(2-21) is advisedly used to refer to radial discontinuities. This will avoid later
confusions with other matrices associated with axial discontinuities.

2.2.2
Simulating the Unbounded Radial Domain

To mimic an unbounded media, we truncate the radial space by using
an absorbing boundary layer. A perfectly matched layer (PML) is placed over
rPML < ρ < rN as illustrated in Figure 2.2. The PML allows us to absorb
waves at the interface rPML with zero reflection at all angles of incidence and
for all frequencies [44, 45]. Although the interface rPML is reflectionless, there
is a reflection at rN due to a perfect electric conductor (PEC) that is used
for the radial domain truncation. Therefore, it is necessary to design the PML
appropriately to avoid spurious reflections that affect the field’s solutions.

There are different formulation for implementing a PML, one of the most
common employs an artificial-anisotropic (biaxial) absorbing material [46] in
rPML < ρ < rN . This formulation can be interpreted physically since we can
imagine the anisotropic material coating the truncation layer. However, if we
use this approach, we cannot use the formulation presented in Section 2.2.1 to
calculate the modes introduced by the PML. We have assumed just uniaxial
anisotropic layers for solving Maxwell’s equations. In addition, it should
be observed that the solution for Maxwell’s equations in biaxial or totally
anisotropic materials does not allow a conventional Helmholtz equation for Ez
and Hz.

On the other hand, there is another PML formulation based on the
complex-stretched coordinates [44, 47]. That is the mapping of the spatial
coordinates into a complex domain. It ensures a smooth wave attenuation
before the wave reaches rN . By using this approach, the equations presented
in Section 2.2 can be reused for calculating fields in both; the absorbing PML
layer (rPML < ρ < rN), as well as in the non-absorbing regions (r0 < ρ < rPML).
This formulation requires a mapping from the (real-valued) radial coordinate
to a complex-valued coordinate inside the PML region. We can readily obtain
a PML by employing ρ→ ρ̃ [5, 47], where

ρ̃ =
ˆ ρ

0
sρ(ρ′) dρ′. (2-25)

The function sρ(ρ′) can be defined in the entire radial domain according
to

sρ(ρ) =

1, for ρ < rPML

1 + i αPML
(
ρ−rPML
rN−rPML

)q
, for rPML ≤ ρ ≤ rN ,

(2-26)

DBD
PUC-Rio - Certificação Digital Nº 1612997/CA



Chapter 2. Electromagnetic Fields in Stratified Cylindrical Media 28

by substituting (2-26) into (2-25), we obtain the mapping

ρ̃ =

ρ, for ρ < rPML

ρ+ i αPML
(ρ−rPML)q+1

(q+1)(rN−rPML)q , for rPML ≤ ρ ≤ rN .
(2-27)

In short, the PML can be effectively implemented by choosing a complex-
valued rN → r̃N = r′N + ir′′N to mimic an unbounded medium. The real part,
r′N , must be large enough to allow the natural attenuation of evanescent modal
fields that hit the end of the domain. The imaginary part, r′′N , must be properly
selected to absorbs the radial-propagating fields. Further details can be found
in [5, Ch. 2].

2.2.3
Characteristic Equation and the Guidance Condition

Returning to the ρ-dependent field vector in (2-12) and (2-13), we can
obtain the following relations between āj and b̄j:

āj = ˜̄̄
R

(ρ)
j,j−1b̄j, (2-28)

b̄j = ˜̄̄
R

(ρ)
j,j+1āj. (2-29)

By combining the above, we can easily obtain

( ¯̄I − ˜̄̄
R

(ρ)
j,j+1

˜̄̄
R

(ρ)
j,j−1

)
b̄j = 0̄, (2-30)( ¯̄I − ˜̄̄

R
(ρ)
j,j−1

˜̄̄
R

(ρ)
j,j+1

)
āj = 0̄. (2-31)

These homogeneous matrix equations admit non-trivial solutions (b̄j 6= 0̄ and
āj 6= 0̄) only if

det
( ¯̄I − ˜̄̄

R
(ρ)
j,j−1

˜̄̄
R

(ρ)
j,j+1

)
= 0, (2-32)

or
det

( ¯̄I − ˜̄̄
R

(ρ)
j,j+1

˜̄̄
R

(ρ)
j,j−1

)
= 0. (2-33)

By noting that ( ¯̄I − ˜̄̄
R

(ρ)
j,j−1

˜̄̄
R

(ρ)
j,j+1) = ( ¯̄I − ˜̄̄

R
(ρ)
j,j+1

˜̄̄
R

(ρ)
j,j−1)t, we can conclude

that determinants in (2-32) and in (2-33) are equal. Also, since such relations
hold for any j = {1, 2, . . . , N}, for simplicity, we select j = N and then we
write the dispersion equation for the radially-layered problem as

f(kz) = det
( ¯̄I − ˜̄̄

R
(ρ)
N,N−1

˜̄̄
R

(ρ)
N,N+1

)
= 0, (2-34)

the above equation must be solved numerically to determine the eigenvalues
kz that will contribute to our modal solution.

Since the media we are modeling are lossy, complex-valued kz are
supported and, before searching for the zeroes of (2-34), we need to determine
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the number of eigenvalues that actually exists in a region of the complex plane.
This problem will be solved by using the method proposed in [5, pp. 51–63], by
rewriting the nonlinear characteristic equation in the simplified form f(γ) = 0.
The Argument principle states that [48]

N0 −Np = 1
2πi

‰
C

f(γ)
f ′(γ) dγ, (2-35)

where N0 is the number of zeros, and Np is the number of poles inside the
contour C. The integral over the contour is taken in counterclockwise sense, as
shown in (2-35). Also, it was implicit assumed that function f(γ) is holomorfic
inside C, and there is no critical points (poles or zeroes) over C.

Since we are only interested in finding the number of eigensolution N0

that dwell over C, in a second step we will remove the poles (that arise
from the characteristic equation) by using a deflationary process. After some
manipulations presented in [5], a pole-free characteristic equation can be
obtained:

fpf (kz) =
N+1∏
j=1

det
[
(k2
j − k2

z)m(j)/2 ¯̄Dj−1
( ¯̄I − ¯̄R(ρ)

j−1,j
¯̄R(ρ)
j−1,j−2

)]
, (2-36)

where m(j) is the multiplicity of the critical point and it is given by:

m(j) =



3
2 − δ1,N

[
1
2 + δ

[
1
2 + δ0,n

]
−δ0,r0

[
1
2 + n+ δ0,n(1− δ1,N)

]
, if j = 1,

3
2 , if j = N and N > 1,

0, if j = N + 1,

2, otherwise

(2-37)

In the above, δi,j is the Kronecker delta defined as

δi,j =

1, for i = j

0, for i 6= j
. (2-38)

With the pole-free characteristic equation (2-36), we can finally compute
the number of eigensolutions inside contour C by using

N0 = 1
2πi

‰
C

fpf (kz)
f ′pf (kz)

dkz. (2-39)

Now, the exact number of solutions was established in (2-39). Then, the
desired zeroes of (2-36) readily computed by using a zero-finding technique,
such as, the Newton-Raphson or the Muller method [49], [50, p. 466].
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2.2.4
Modal Amplitudes

Based on the modal amplitude relations in (2-30) and (2-31), we can
define the auxiliary matrix

¯̄MN =
( ¯̄I − ¯̄R(ρ)

N,N+1
¯̄R(ρ)
N,N−1

)
. (2-40)

Once we solve the eigenvalues kz, the matrix ¯̄MN is determined and the
modal field amplitudes can be found by solving the homogeneous linear system
¯̄MN b̄N = 0̄. The vector b̄N is given by computing the null space of ¯̄MN . Since
¯̄MN is a 2× 2 matrix, we can decompose it as

¯̄MN =
m11 m12

m21 m22

 . (2-41)

For abs (m11) > abs (m22), we obtain

b̄N = null ( ¯̄MN) = c

−m12

m11

 . (2-42)

Otherwise, for abs (m22) > abs (m11), we get

b̄N = null ( ¯̄MN) = c

−m22

m21

 , (2-43)

where c is and arbitrary constant. Finally, the complete field solution can be
computed by using (2-8), (2-12), and (2-13).

2.3
Axial Layers

We initially consider two semi-infinite waveguides, each one composing
a given configuration of radial layers, that are coupled at the junction z = z1.
The geometry of this problem is illustrated in Figure 2.3. It is assumed
that region 2 (characterized by the cross-section S2) is wider than region 1
(described by S1). The common coupling-aperture is denoted as Sa, while the
non-coupled area S2 − S1 is denoted by Sw. In what follows, we will employ
the modal fields derived up to now (the radially-layered solution) to describe
the electromagnetic problem in regions 1 and 2. Then we will enforce the
appropriated boundary conditions at junction z = z1.
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𝑆1

PEC

Z

ρ

𝑧 = 𝑧1

Region 1

Region 2

𝑆1

𝑆2

𝑆𝑤 𝑆𝑤𝑆𝑎

Figure 2.3: Junction between two semi-infinity waveguides. The hatched region
is assume as a PEC.

2.3.1
Axial Mode-Matching

The electromagnetic field components transverse to ẑ can be calculated
in the region j by the modal expansion shown in (2-8), i.e.,

Ejs =
∞∑

n=−∞

∞∑
p=1

(a+
j,npe

ikz,npz + a−j,npe
−ikz,npz)ejs,np(ρ)einφ, (2-44)

Hjs =
∞∑

n′=−∞

∞∑
p′=1

(a+
j,n′p′e

ikz,n′p′z − a−j,n′p′e−ikz,n′p′z)hjs,n′p′(ρ)ein′φ. (2-45)

To simplify the notation, we will express the double sum in above as a
single one. Then, we can write

Ejs =
∞∑
m

(A+
j,m + A−j,m)Ejs,m, (2-46)

Hjs =
∞∑
m′

(A+
j,m′ − A−j,m′)Hjs,m′ , (2-47)

where j = {1, 2}, A±j,m = a±j,me
±ikz,mz1 are the forward/backward modal

amplitudes at the junction z = z1 for the mth modal field. Assuming these
series are convergent, we can truncate the expansion with M modes in region
1 and N modes in region 2. By enforcing the continuity of the electric fields
at the junction z = z1, we obtain

N∑
n=1

(A+
2,n + A−2,n)E2s,n =

M∑
m=1

(A+
1,m + A−1,m)E1s,m, inside Sa, (2-48)
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N∑
n=1

(A+
2,n + A−2,n)E2s,n = 0, inside Sw. (2-49)

Multiplying (2-48) and (2-49) by Hjs,n′ , with n′ = {1, 2, . . . , N}, and
integrating the result over the cross-section S2, the projection over ẑ will result
in a set of N continuity equations that can be written in a matrix form as

¯̄Q2(Ā+
2 + Ā−2 ) = ¯̄X12(Ā+

1 + Ā−1 ), (2-50)

where ¯̄X12|n,m = X1m,2n, (2-51)

¯̄Q2|n,m = X2m,2n. (2-52)
These matrices are filled with reaction integrals [51, 52] that couple

regions 1 and 2. Using the generalize notation introduced in [5, p. 67], the
reaction of the mth field in region i with respect to the nth field in region j is
given by

Xim,jn = 〈Eis,m,Hjs,n〉 (2-53)

=
¨
Si

(Eis,m ×Hjs,n) · ẑ ρ dρ dφ. (2-54)

Similarly, for the continuity of the magnetic field at z = z1, we can obtain

¯̄X t
12 (Ā+

2 − Ā−2 ) = ¯̄Q1(Ā+
1 − Ā−1 ), (2-55)

where ¯̄Q1|n,m = X1m,1n. (2-56)
With the aid of (2-50) and (2-55), we can relate the modal field ampli-

tudes at the junction z = z1 by using a generalized scattering matrix (GSM).
Accordingly, Ā−1

Ā+
2

 =
 ¯̄R(z)

12
¯̄T (z)

21
¯̄T (z)

12
¯̄R(z)

21

Ā+
1

Ā−2

 , (2-57)

where the scattering matrices are

¯̄R(z)
12 =

[ ¯̄Q1 + ¯̄X t
12

( ¯̄Q2
)−1 ¯̄X12

]−1[ ¯̄Q1 − ¯̄X t
12

( ¯̄Q2
)−1 ¯̄X12

]
, (2-58)

¯̄T (z)
21 = 2

[ ¯̄Q1 + ¯̄X t
12

( ¯̄Q2
)−1 ¯̄X12

]−1 ¯̄X t
12, (2-59)

¯̄T (z)
12 = 2

[ ¯̄Q2 + ¯̄X12
( ¯̄Q1

)−1 ¯̄X t
12

]−1 ¯̄X12, (2-60)
¯̄R(z)

21 = −
[ ¯̄Q2 + ¯̄X12

( ¯̄Q1
)−1 ¯̄X t

12

]−1[ ¯̄Q2 − ¯̄X12
¯̄Q−1

1
¯̄X t

12

]
. (2-61)
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2.3.2
Reaction Integrals

By using the azimuthal orthogonality over φ, the reaction of the (np)th
modal field in region i with the (n′, p′)th modal field in region j is given by

Xi(np),j(n′,p′) = −δn,n′ 2π(−1)n
ˆ
ρi

(sn eiρ,np hjφ,np′ + eiφ,np hjρ,np′) ρ dρ, (2-62)

where sn = 1− δ0,n, the Kronecker delta is defined as δn,n′ = 1 for n = n′, and
zero otherwise. A special case is obtained when i = j, and it corresponds to
the self-reaction

Xj(np),j(n′,p′) = −δn,n′ δp,p′ 2π(−1)n
ˆ
ρj

(sn ejρ,np hjφ,np′ + ejφ,np hjρ,np′) ρ dρ.

(2-63)
Taking advantage of azimuthal orthogonality, we can solve the GSM

matrix (2-57) for each azimuthal index n independently. The fields components
required in the reaction integrals (2-62) and (2-63) are given by

e1ρ = 1
k2

1ρρ
(ik1z α

e
1 k1ρ ρB

′e1
n − nωµ1sB

h1
n ), (2-64)

h2φ = 1
k2

2ρρ
(iω ε2s α

e
2 k2ρ ρB

′e2
n − nk2zB

h2
n ), (2-65)

e1φ = 1
k2

1ρρ
(−nk1zB

e1
n − iω µ1s α

h
1 k1ρ ρB

′h1
n ), (2-66)

h2ρ = 1
k2

2ρρ
(nω ε2sB

e2
n + ik2z α

h
s k2ρ ρB

′h2
n ), (2-67)

where B{e,h}jn is the rho-dependent parcel of the axial fields:

Bej
n = Bej

n (αekjρρ) = ejz(ρ), (2-68)

Bhj
n = Bhj

n (αhkjρρ) = hjz(ρ). (2-69)

Substituting (2-64)-(2-67) in (2-62) we obtain

X1,2 = −2π(−1)n
ˆ
ρ1

1
k2

1ρk
2
2ρρ

2

×
{
− ωε2s k1z (sn αe1 k1ρ ρB

′e1
n αe2 k2ρ ρB

′e2
n + n2Be1

n B
e2
n )

+ ωµ1s k2z (αh1 k1ρ ρB
′h1
n αh2 k2ρ ρB

′h2
n + n2Bh1

n B
h2
n )

− ik1z k2z n (αe1 k1ρ ρB
′e1
n Bh2

n +Be1
n αh2 k2ρ ρB

′h2
n )

− iω2µ1s ε2sn(Bh1
n α

e
2 k2ρ ρB

′e2
n + αh1 k1ρ ρB

′h1
n Be2

n )
}
ρ dρ.

(2-70)

The following cylindrical functions identities will be used to simplify the
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expression (2-70):

xC ′n(x) y D′n(y) + n2Cn(x)Dn(y) = xy

2
[
Cn−1(x)Dn−1(y) + Cn+1(x)Dn+1(y)

]
,

(2-71)

xC ′n(x)Dn(y) + Cn(x) y D′n(y) = xy

2n
[
Cn−1(x)Dn−1(y)− Cn+1(x)Dn+1(y)

]
,

(2-72)

where Cn(x) and Dn(y) are cylindrical functions. Equation (2-70) can now be
reduced to

X1,2 = −(−1)nπ
k1ρk2ρ

{
−snωε2sk1zα

e
1α

e
2L

+
n

(
Be1
n , B

e2
n

)
+ωµ1sk2zα

h
1α

h
2L

+
n

(
Bh1
n , B

h2
n

)
− ik1zk2zα

e
1α

h
2L
−
n

(
Be1
n , B

h2
n

)
− iω2ε2sµ1sα

e
2α

h
1L
−
n

(
Bh1
n , B

e2
n

)}
, (2-73)

for n ≥ 0, and where the integrals L±n (Cn, Dn) are

L±n (Cn, Dn) = Ln−1(Cn−1, Dn−1) ± Ln+1(Cn+1, Dn+1), (2-74)

where Lommel integral is given by

Lm(B1
m, B

2
m) =

ˆ ρmax

ρmin

B1
m(α1k1ρρ)B2

m(α2k2ρρ)ρ dρ, (2-75)

which is an analytical integral, and closed-form solutions are available in [5,53].
We can generalize (2-62) for matching waveguides with arbitrary number

of radial layers, as illustrated in Figure 2.4. We define two sets of radii that
describe the radial layers in regions 1 and 2 as:

r1 = {r1,0, r1,1, r1,2, ...r1,N1}, (2-76)

r2 = {r2,0, r2,1, r2,2, ...r2,N2}. (2-77)
Then, the radii are intercepted and sorted for creating the vector ra =

sort (r1 ∪ r12). As result, the reaction integral (2-62) between two generic
radially-stratified waveguides can be calculated via

X1(np),2(−np′) = −2π(−1)n

×
dim(ra)∑
j=0

ˆ ra,j+1

ra,j

[sn e1ρ,np(ρ)h2φ,np′(ρ) + e1φ,np(ρ)h2ρ,np′(ρ)] ρ dρ,
(2-78)

a particular case, the self-reaction, is given by

Qi,np = −2π(−1)n
dim(ri)∑
j=0

ˆ ri,j+1

ri,j

[sn eiρ,np(ρ)hiφ,np(ρ) + eiφ,np(ρ)hiρ,np(ρ)] ρ dρ.

(2-79)
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Figure 2.4: Junction between two semi-infinitely-long and radially-stratified
waveguides.
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Figure 2.5: Generalized stratified cylindrical structure composed by N axial
regions. Each one composed of an arbitrary number of radial layers.

2.3.3
Fields at an Arbitrary Observation Point

If our problem is composed by several axial regions as illustrated in Fig-
ure 2.5, we should calculate the modal forward/backward amplitudes by us-
ing (2-57) in each vertical junction. Then, we need to transmit these amplitudes
between the source (TX) and the observation point (RX). Supposing the RX
is placed in layer m at a position r, while the TX is in layer ñ at r0, the modal
amplitudes at the receiver point are given by
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Ā±r = ¯̄P±ñ (z∓ñ , zr)
˜̄̄
Tmñ

˜̄̄
M±

m(z±m)[ ¯̄P±m(z0, z
±
m)Ā±r0 + ¯̃̄

U∓m(z0, z
±
m)Ā∓r0 ], (2-80)

for m < ñ

Ā∓r = ¯̄U±ñ (z∓n , zr)
˜̄̄
Tmñ

˜̄̄
M±

m(z±m)[ ¯̄P±m(z0, z
±
m)Ā±r0 + ¯̃̄

U∓m(z0, z
±
m)Ā∓r0 ], (2-81)

for m > ñ
Ā±r = ˜̄̄

M±
m(zr)[ ¯̄P±m(z0, zr)Ā±r0 + ¯̃̄

U∓m(z0, zr)Ā∓r0 ], (2-82)
for m = ñ, and z0 < zr

Ā∓r = ˜̄̄
M∓

m(zr)[ ¯̄U±m(z0, zr)Ā±r0 + ¯̃̄
D∓m(z0, zr)Ā∓r0 ], (2-83)

for m = ñ, and z0 > zr. We have that z+
j = zj and z−j = zj−1.

The matrices presented in (2-80)-(2-83) are given by

˜̄̄
M±

m =
( ¯̄I − ˜̄̄

Rm,m∓1
¯̄Pm

˜̄̄
Rm,m±1

¯̄Pm
)−1

, (2-84)
¯̄Pm = ¯̄P+

m(zm−1, zm) = ¯̄P−m(zm, zm−1), (2-85)
¯̄P±j (z′, z)|pp = e±ikpz(z−z′), by using the axial wavenumber in region m (2-86)

˜̄̄
Tm,ñ =

(
m±2∏
j=∓ñ

˜̄̄
T∓j∓1,∓j

¯̄P∓j∓1

)
˜̄̄
Tm,m±1, (2-87)

˜̄̄
Tj,j−1 = ¯̄M−

j−1(z−J ) ¯̄Tj,j−1 (2-88)
˜̄̄
U−j (z′, z) = ¯̄P+

j (zj−1, z)
˜̄̄
Rj,j−1

¯̄P−j (z′, zj−1), (2-89)
˜̄̄
U+
j (z′, z) = ¯̄P−j (zj, z)

˜̄̄
Rj,j+1

¯̄P+
j (z′, zj), (2-90)

¯̄D−j (z′, z) = ¯̄P−j (z+
j , z)

˜̄̄
Rj,j+1

¯̄P+
j (z−j , z+

j ) ˜̄̄
Rj,j−1

¯̄P−j (z′, z−j ), (2-91)
¯̄D+
j (z′, z) = ¯̄P+

j (z−j , z)
˜̄̄
Rj,j−1

¯̄P−j (z+
j , z

−
j ) ˜̄̄
Rj,j+1

¯̄P+
j (z′, z+

j ). (2-92)
˜̄̄
Rj,j+1 = ¯̄Rj,j+1 + ¯̄T j+1,j

¯̄P j+1
˜̄̄
Rj+1,j+2

¯̄P j+1
¯̄M

+
j+1(z+

n ) ¯̄T j,j+1. (2-93)

Further details on the above formulation can be found in [5, App. B].
Finally, the complete solution for electromagnetic fields at an arbitrary point
are given by

Es(ρ, φ, zr) =
∑
n

∑
p

(A+
r,np + A−r,np)es,np(ρ)einφ, (2-94)

Ez(ρ, φ, zr) =
∑
n

∑
p

(A+
r,np − A−r,np)ez,np(ρ)einφ, (2-95)

Hs(ρ, φ, zr) =
∑
n

∑
p

(A+
r,np − A−r,np)hs,np(ρ)einφ, (2-96)

Hz(ρ, φ, zr) =
∑
n

∑
p

(A+
r,np + A−r,np)hz,np(ρ)einφ. (2-97)
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2.4
Electromagnetic Sources

The forward and backward fields radiated by a generic source can be
expanded in terms of the sum of eigenfields that we derived earlier in this
chapter, namely,

E± =
∞∑

n=−∞

∞∑
p=1

A±np [e±s,np(ρ) ± ẑez,np(ρ)] e±ikz,np(z−zT )+inφ, (2-98)

H± =
∞∑

n=−∞

∞∑
p=1

A±np [h±s,np(ρ) ± ẑhz,np(ρ)] e±ikz,np(z−zT )+inφ, (2-99)

for z ≷ z±T . The source amplitudes A±np can be calculated by employing the
Lorentz reciprocity theorem [51, 54]. The complete process for computing the
amplitudes is presented in [5, Sec. 3.5], the final expressions are showed bellow:

A±np =
Ŝ±np

N̂np

, (2-100)

Ŝ±np = (−1)nS±np, (2-101)

N̂np = (−1)nNnp, (2-102)

S±np = (−1)n
ˆ
V

[
(−sneρ,np ρ̂+ eφ,npφ̂ ± snez,npẑ) · J

± (hρ,np ρ̂− snhφ,npφ̂∓ hz,npẑ) ·M
]
e−inφe∓ikz,npz dv,

(2-103)

Nnp = 4π(−1)n
ˆ

(Sneρ,nphφ,np + eφ,nphφ,np) ρ dρ (2-104)

= −2Qnp, (2-105)

where Qnp is the self-reaction given by (2-79).
In the following, we obtain the source modal amplitudes A±np for modeling

coils, the type of antenna typically used in well-logging sensing.

2.4.1
Tilted-Coil Antenna

A tilted-coil antenna offers directional sensitivity provided by azimuthal
information. Tilted-coil antenna excites and receives hybrid modes, that is,
the electromagnetic fields have the three components (ρ, φ, z) [25]. Consider a
tilted-coil antenna source with coordinates

rT = ρ̂ ρT + ẑ[zT − ρT tan θT cos (φ− φT )], (2-106)
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Figure 2.6: Geometry of a tilted-coil antenna.

where ρT is the coil radius, zT is the axial position at the coil center, and φT
and θT are the azimuthal and elevation tilt angles, as illustrated in Figure 2.6.
The coil is carrying an electrical current IT , and its associated electrical density
is given by

J = IT δT , (2-107)
where

δT = δ(ρ− ρT )δ(z − zT + ρT tan θT cos (φ− φT ))(φ̂+ ẑ tan θT sin (φ− φT )).
(2-108)

Substituting (2-107) in (2-103) we get that, for a tilted-coil antenna, the
parameter S±np is given by

S±np = (−1)nITρT e∓ikz,np zT

ˆ π

−π

[
eφ,np(ρT ) ± snez,np(ρT ) tan θT sin (φ− φT )

]
× e−inφe±ikz,npρT tan θT cos (φ−φT ) dφ,

(2-109)
the solution for the integral over φ is known, and we can obtain

S±np = (−1)nITρT2πinJn(±κT )
[
eφ,np(ρT )− n

kz,npρT
ez,np(ρT )

]
e−inφT e∓ikz,npzT ,

(2-110)
where

κT = kz,npρT tan θT . (2-111)

2.5
Induced Voltage at the Receiver Antennas

The induced voltage at a tilted-coil antenna can be calculated by
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VRX = −
ˆ
V

(E+ + E−) · δR dv, (2-112)

with help of the field expressions (2-94) and (2-95), the voltage received at RX
can be written as

VRX =
∞∑

n=−∞

∞∑
p=1

(V +
RX,np + V −RX,np), (2-113)

where

V ±RX,np = −A±r,npρRe±ikz,npzR

ˆ π

−π

[
eφ,np(ρR) ± ez,np(ρR) tan θR sin (φ− φR)

]
× einφe∓ikz,npρR tan θR cos (φ−φR) dφ.

(2-114)
Splitting the above equation in sub-integrals, we can solve each one

separately, and then by combining the results we can finally obtain

V ±RX,np = −A±r,np ρR 2πinJn(∓κR)
[
eφ,np(ρR)− n

kz,npρR
ez,np(ρR)

]
einφRe±ikz,npzR ,

(2-115)
where

κR = kz,np ρR tan θR. (2-116)
The above voltage result is valid for the case where the TX and the RX

antennas are placed in the same axial region. In a generic scenario, let us now
assume that the TX lays at the region t and the RX at r. After finding the
source amplitudes at the region t by using (2-100), we need to transmit the
modal amplitudes to the observation region r. To facilitate these computations,
we will now redefine the modal amplitudes for both transmitting and receiving
antennas at zT,R = 0 and at φT,R = 0 according to

A±T,np → A±t,np(zT ) = A±t,npe
∓ikz,npzT , (2-117)

A±R,np → A±r,np(zR) = A±r,npe
∓ikz,npzR , (2-118)

Rn(φ′, φ) = ein(φ−φ′). (2-119)

As a result, we obtain

V ±RX,np = −A±r,np ρR 2πinJn(∓κR)
[
eφ,np(ρR)− n

kz,npρR
ez,np(ρR)

]
Rn(φT , φR).

(2-120)

2.6
Summary of Chapter 2

The mathematical formulation presented in this chapter was numerically
implemented via an algorithm described by the flowchart depicted in Fig-
ure 2.7.
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Define media
parameters,
range of

frequencies,
dimension of the
layers and PML.

Calculate
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eigenvalues kz,np
for each axial
discontinuity.

Compute
the modal

amplitudes āj
and b̄j with the
aid of matrices
R(ρ) and T (ρ).

Enforce the
boundary

conditions of
the modal fields
at each axial
discontinuity,

then to
calculate

the matrices
R(z) and

T (z) by using
the reaction
integrals.

Insert the
source and

determine the
corresponding

modal
amplitudes at
the observation
point, i.e., A±r,np.

Compute
total received
voltages by
summing the
contributions
of each mode.

Figure 2.7: Flowchart for the numerical algorithm.
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3
Born-Based Approximations for Modeling the Electromag-
netic Propagation in Cylindrically-Stratified Formations Per-
turbed by Three-Dimensional Anisotropic Scatterers

3.1
Introduction

The induced voltage at the RXs (due to a transmitting source TX)
is affected by the geophysical environment where antennas are immersed.
To ensure an accurate modeling of electromagnetic well-logging sensors, we
need an appropriate mathematical description that incorporates the most
representative parameters of the geophysical media and the associated borehole
geometry. In Chapter 2, we modeled the well-logging environment as an
inhomogeneous, dispersive, and anisotropic medium comprising vertical and
radial cylindrical layers. However, there are some important scenarios in the
underground prospecting of unconventional soil formations where the presence
of buried objects perturbs the logging response.

This chapter presents an approximate technique to model the electro-
magnetic propagation in geophysical formations perturbed by a generic 3D
scatterer, as illustrated in Figure 3.1. The main objective is to evaluate the
impact of the buried objects on the RXs voltage responses. This formulation
will contribute to a low-cost computational algorithm for accounting, in a
realistic fashion, the LWD tool response in complex geophysical environments.

The evaluation of electromagnetic fields due to arbitrarily shaped scat-
terers are related to the solution of the integral equation for EM scatter-
ing [37], and several numerical strategies have been used to solve this kind
of problem [32, 37, 55, 56]. Nevertheless, the solution of the integral equation
via numerical methods yields a complex matrix, which requires an inversion
to compute the electromagnetic fields inside the scatterer. Due to multi-
scale dimensions of geophysical formations, the operation frequency of LWD
tools and the complexity of the media, the computational costs when using
conventional EM solvers such as the finite difference method, finite element
method (FEM), or method of moments (MoM) can become prohibitive.

The requirements of computer memory storage increase quadratically
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Figure 3.1: Geometry of a prospecting well drilled in a soil formation with a
buried scatterer.

with the number of discretization cells [33,34]. As presented in [34], to simulate
a typical scattering problem via MoM, with the assumption of 1 million
discretization cells, the matrix filling step requires 231 days at the cost of
33 GB of memory. These data were obtained in the year 2003; nowadays,
computers have better characteristics that would provide less computational
time. However, the computational cost is still extremely high.

Several authors present numerical improvements to decrease the com-
putational requirements of the problem. In [33], a method for electromag-
netic modeling of 3D structures inhomogeneous and anisotropic media was
presented. The solution is given by an iterative method for solving integral
equations. In [35], a numerical technique based on MoM for modeling 3D
dielectric objects embedded inside a unique layer was presented. The medium
was modeled as a set of planar uniaxial layers; the authors proposed to use a
fast Fourier transform (FFT) to accelerate the integral-equation computational
time. In [36], a model for electromagnetic scattering of large-size 3D buried-
objects was proposed by using the conjugate gradient method combined with
a FFT.

Numerical methods presented in [33 – 36] are flexible since they can be
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adapted to any geometry, but the computational cost for inversion problems
is dramatically high. The MMT proposed in Chapter 2 is not a viable
option for modeling scatterers that do not have cylindrical geometry. Some
alternative approximated solutions have been explored for computing the
associated integral equation problem: the Born approximation (BA), Extended
Born Approximation (EBA), High-Order Extended Born, Quasi-Linear, Rytov,
distorted Born approximation [29,41,57], among others. These approximations
are extensively used to compute the scattering field because of their relatively
low computational cost [39].

Some of the techniques mentioned above based on Born approximation
(EBA, high-order EBA, Distorted Born approximation) have already been
explored for some geophysical applications. In [39], the authors use EBA for
computing electromagnetic fields in inhomogeneous media formed by vertically
stacked homogeneous layers. They calculate the plane-wave representation of
Green’s function for homogeneous media in each layer to obtain the electro-
magnetic fields in the whole problem domain. In [58], a hybrid EBA method
associated with spectral-domain methods, was used to solve the electromag-
netic problems of axis-symmetric media. In [29], the authors present a hybrid
method by using the distorted Born approximation to simulate 3D hydraulic
fractures under different operational scenarios. The higher-order Born-based
formulations are the most accurate, but they demand more computational
resources [39, 42] as will be observed in the formulation developed along this
chapter. We will address the problem at hand by using two different BA-
based solutions: the conventional BA and EBA on the grounds of the theory
in [38,40].

BA and EBA require the computation of dyadic Green’s functions.
Obtaining the dyadics is not a trivial task for complex background media
because only a limited set of closed-form solutions are known for some
particular homogeneous geometries. Besides that, the numerical computation
of such dyadics is associated with sizable computational complexity. One of the
scientific contributions of this thesis is to obtain the dyadic Green’s functions
for inhomogeneous and stratified media we have analyzed in Chapter 2. The
standard BA approach requires several volumetric integrals over the metallic
cylindrical mandrel, the borehole, each vertical and radial layer in addition
to the scatterer. The strategy proposed here only requires the computation of
volumetric integrals over the scatterer zone.

Other approaches use Cartesian coordinates to represent the vertical
layers, e.g, the work in [59]. In these solutions, a tensor approximation (DTA) is
first employed to simplify the computation of the dyadic Green’s functions for
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an inhomogeneous background. There is also available alternative methods that
does not require closed-form dyadics, as for example, the work presented in [60],
where the scattering fields are obtained in view of a perturbation series. In this
theory, the Born approximation is derived as a consequence of the Reciprocity
theorem and the conservation of the Reaction of the fields. In a recent report,
the authors in [28] proposed a complete hybrid study of electromagnetic
propagation through oil wells hydraulic fractures. The procedure presented in
that work is complementary to our research and offers a rigorous method that
is worth to be mentioned here. The differences in the medium representation,
concerning our modeling are: 1) they represent the geophysical formation by
planar stratified media (Cartesian coordinates) with a cased borehole, 2) they
assume that the fractures are in a single layer of the formation and, 3) the
fractures and the background medium have the same magnetic properties.
Another recent work in [28] employs a similar methodology for computing
the background electromagnetic fields, but the authors have used a numerical
mode-matching method (NMM). Then, they determine the Green’s functions
by using a stabilized biconjugate gradient fast Fourier transform (BCGS-
FFT) in planar stratified media. It should be observed that, in our work, the
associated Green’s functions are obtained via an analytical MMT that does
not require any finite-element auxiliary method as that required in the NMM
used in [28]. Details of this method can be found in [29]. Note that the dyadic
used in this thesis is accurate and describes vertical and radial layers, unlike
that specified by the authors referenced in the preceding paragraphs. In their
works, the dyadic is calculated only for horizontal layers.

3.2
Theory

The mathematical formalism developed in this section will allow us to
obtain the electromagnetic field response of a TX source in the presence of 3D
scatterers immersed in complex cylindrical stratified media. Once the scatterer
fields have been calculated, we can then obtain the induced voltage at the RXs
of a typical LWD sensor.
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3.2.1
Dyadic Green’s Function in a Cylindrically-Layered Medium

According to the formulation in Chapter 2, the Maxwell’s equations in a
uniaxial cylindrically-layered medium satisfy

∇× ¯̄µ−1(r) ·∇× E(r)− ω2¯̄ε(r) · E(r) = iωJ(r)−∇× ¯̄µ−1(r) ·M(r) (3-1)

∇× ¯̄ε−1(r) ·∇×H(r)− ω2 ¯̄µ(r) ·H(r) = iωM(r) + ∇× ¯̄ε−1(r) · J(r), (3-2)

the field solution can by expressed as

E(r) =
ˆ
V

¯̄Gee(r, r′) · J(r′) dr′ +
ˆ
V

¯̄Geh(r, r′) ·M(r′) dr′, (3-3)

H(r) =
ˆ
V

¯̄Ghe(r, r′) · J(r′) dr′ +
ˆ
V

¯̄Ghh(r, r′) ·M(r′) dr′, (3-4)

where the electric dyadic Green’s function due to an impulsive spatial electric
current excitation is given by ¯̄Gee. All other remaining dyadics are defined
according to their superscripts. The first one defines the field, and the second
defines the type of excitation current (impulsive electric current or impulsive
magnetic current).

3.2.2
Electromagnetic Field Scattered by a 3D Anisotropic Object

Let ¯̄ε(r) and ¯̄µ(r) be the electrical permittivity and the magnetic per-
meability tensors of the geophysical formation depicted in Figure 3.1. We
represent the medium as two sub-domains: the soil formation which we will
call the background composed by cylindrical conforming layers (with ¯̄εb(r) and
¯̄µb(r)), and the volume enclosing the scattering object. The constitutive tensors
can now be written as

¯̄ε(r) = ¯̄εb(r) + ∆¯̄ε(r), (3-5)

¯̄µ(r) = ¯̄µb(r) + ∆¯̄µ(r), (3-6)
where ∆¯̄ε(r) and ∆¯̄µ(r) describe respectively the permittivity and permeability
variations inside the scatterer.

The background electromagnetic problem can be solved appropriately
by using the semi-analytic method proposed in [21] and presented in Chap-
ter 2. The scattered fields will be evaluated here employing the induction
theorem [51, pp. 113–116], that is, these fields can be thought as the generated
by electric or magnetic currents in the obstacle. The electromagnetic fields in
the geophysical formation are described by Maxwell’s curl equations in the
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frequency domain as

∇× E(r) = iω
[
¯̄µb(r) + ∆¯̄µ(r)

]
·H(r)−Mi(r) (3-7)

= iω ¯̄µb(r) ·H(r)−Mi(r)−Ms(r), (3-8)

∇×H(r) = −iω
[
¯̄εb(r) + ∆¯̄ε(r)

]
· E(r) + Ji(r) (3-9)

= −iω¯̄εb(r) · E(r) + Ji(r) + Js(r), (3-10)

where

Ms(r) = −iω∆¯̄µ(r) ·H(r), (3-11)

Js(r) = −iω∆¯̄ε(r) · E(r), (3-12)

and the impressed sources are given by Ji(r) and Mi(r).
By taking the dot product of ∇× ¯̄µ−1(r) in both sides of (3-7), we get

∇× ¯̄µ−1(r) ·∇× E(r) = iω∇×H(r)−∇× ¯̄µ−1(r) ·Mi(r), (3-13)

then, substituting (3-13) in (3-9), we obtain

∇× ¯̄µ−1(r) ·∇×E(r)−ω2 ¯̄ε(r) ·E(r) = iωJi(r)−∇× ¯̄µ−1(r) ·Mi(r). (3-14)

Similarly, by taking the dot product of ∇× ¯̄ε−1(r) in (3-9) we can find a
dual result, i.e.,

∇× ¯̄ε−1(r) ·∇×H(r)−ω2 ¯̄µ(r) ·H(r) = iωMi(r) + ∇× ¯̄ε−1(r) ·Ji(r), (3-15)

subtracting ∇× ¯̄µ−1
b (r) ·∇× E(r)− ω2¯̄εb(r) · E(r) from both sides in (3-14),

we have

∇×
[
¯̄µ−1(r)− ¯̄µ−1

b (r)
]
·∇× E(r)− ω2

[
¯̄ε(r)− ¯̄εb(r)

]
· E(r) =

iωJi(r)−∇× ¯̄µ−1(r) ·Mi(r)−∇× ¯̄µ−1
b (r) ·∇× E(r) + ω2¯̄εb(r) · E(r).

(3-16)

Subtracting ∇× ¯̄ε−1
b (r) ·∇×H(r)− ω2 ¯̄µb(r) ·H(r) from both sides of (3-15)

results in

∇×
[
¯̄ε−1(r)− ¯̄ε−1

b (r)
]
·∇×H(r)− ω2

[
¯̄µ(r)− ¯̄µb(r)

]
·H(r) =

iωMi(r) + ∇× ¯̄ε−1(r) · Ji(r)−∇× ¯̄ε−1
b (r) ·∇×H(r) + ω2 ¯̄µb(r) ·H(r),

(3-17)

by using the definitions in (3-5) and (3-6) in equations (3-16) and (3-17), and
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rearranging the expressions we obtain:

∇× ¯̄µ−1
b (r) ·∇× E(r)− ω2¯̄εb(r) · E(r) = iωJi(r)−∇× ¯̄µ−1(r) ·Mi(r)

+ ω2 ∆¯̄ε(r) · E(r)−∇×
[
¯̄µ−1(r)− ¯̄µ−1

b (r)
]
·∇× E(r), (3-18)

∇× ¯̄ε−1
b (r) ·∇×H(r)− ω2 ¯̄µb(r) ·H(r) = iωMi(r) + ∇× ¯̄ε−1(r) · Ji(r)

+ ω2 ∆¯̄µ(r) ·H(r)−∇×
[
¯̄ε−1(r)− ¯̄ε−1

b (r)
]
·∇×H(r). (3-19)

To compute the scattered field notice the wave equations in (3-18) and
(3-19). Particularly, the latter terms in both expression can by rewritten via
the following dyadic identities:

[
¯̄p−1(r)− ¯̄p−1

b (r)
]

= ¯̄p−1
b (r) · ¯̄pb(r) ·

[
¯̄p−1(r)− ¯̄p−1

b (r)
]
· ¯̄p(r) · ¯̄p−1(r) (3-20)

= ¯̄p−1
b (r) ·

[
¯̄pb(r)− ¯̄p(r)

]
· ¯̄p−1(r) (3-21)

= − ¯̄p−1
b (r) ·∆¯̄p(r) · ¯̄p−1(r), where p = {ε, µ}, (3-22)

now, the vector wave equations become

∇× ¯̄µ−1
b (r) ·∇× E(r)− ω2¯̄εb(r) · E(r) = iωJi(r)−∇× ¯̄µ−1(r) ·Mi(r)

+ ω2 ∆¯̄ε(r) · E(r) + ∇× ¯̄µ−1
b (r) ·∆¯̄µ(r) · ¯̄µ−1(r) ·∇× E(r), (3-23)

∇× ¯̄ε−1
b (r) ·∇×H(r)− ω2 ¯̄µb(r) ·H(r) = iωMi(r) + ∇× ¯̄ε−1(r) · Ji(r)

+ ω2 ∆¯̄µ(r) ·H(r) + ∇× ¯̄ε−1
b (r) ·∆¯̄ε(r) · ¯̄ε−1(r) ·∇×H(r). (3-24)

The last equations can be further simplified by means of the Ampere and
Faraday laws, since

∇× ¯̄µ−1
b (r) ·∆¯̄µ(r) · ¯̄µ−1(r) ·∇× E(r)

= ∇× ¯̄µ−1
b (r) ·∆¯̄µ(r) ·

[
iωH(r)− ¯̄µ−1(r) ·Mi(r)

]
(3-25)

= iω∇× ¯̄µ−1
b (r) ·∆¯̄µ(r) ·H(r)−∇×

[
¯̄µ−1
b (r)− ¯̄µ−1(r)

]
·Mi

(3-26)

∇× ¯̄ε−1
b (r) ·∆¯̄ε(r) · ¯̄ε−1(r) ·∇×H(r)

= ∇× ¯̄ε−1
b (r) ·∆¯̄ε(r) ·

[
−iωE(r) + ¯̄ε−1(r) · Ji

]
(3-27)

= −iω∇× ¯̄ε−1
b (r) ·∆¯̄ε(r) · E(r) + ∇×

[
¯̄ε−1
b − ¯̄ε−1

]
· Ji, (3-28)
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that allows us to obtain

∇× ¯̄µ−1
b (r) ·∇× E(r)− ω2¯̄εb(r) · E(r) = iωJi(r)−∇× ¯̄µ−1

b (r) ·Mi(r)

+ ω2 ∆¯̄ε(r) · E(r) + iω∇× ¯̄µ−1
b (r) ·∆¯̄µ(r) ·H(r), (3-29)

∇× ¯̄ε−1
b (r) ·∇×H(r)− ω2 ¯̄µb(r) ·H(r) = iωMi(r) + ∇× ¯̄ε−1

b · Ji
+ ω2 ∆¯̄µ(r) ·H(r)− iω∇× ¯̄ε−1

b (r) ·∆¯̄ε(r) · E(r). (3-30)

Then, on comparing (3-29) and (3-30) with (3-1) and (3-2), we deduce
that, they are equivalent to each other when the source currents are

J = Ji − iω∆¯̄ε(r) · E(r), (3-31)

M = Mi − iω∆¯̄µ(r) ·H(r). (3-32)

As a result, the fields due to these sources can be finally computed via
(3-3) and (3-4), i.e.,

E(r) = Eb(r)−iω
ˆ
V

¯̄Gee(r, r0) ·∆¯̄ε ·E(r0) dr0−iω
ˆ
V

¯̄Geh(r, r0) ·∆¯̄µ ·H(r0) dr0,

(3-33)

H(r) = Hb(r)−iω
ˆ
V

¯̄Ghe(r, r0)·∆¯̄ε·E(r0) dr0−iω
ˆ
V

¯̄Ghh(r, r0)·∆¯̄µ·H(r0) dr0,

(3-34)
where

Eb(r) =
ˆ
V

¯̄Gee(r, r0) · Ji dr0 +
ˆ
V

¯̄Geh(r, r0) ·Mi dr0, (3-35)

Hb(r) =
ˆ
V

¯̄Ghe(r, r0) · Ji dr0 +
ˆ
V

¯̄Ghh(r, r0) ·Mi dr0, (3-36)

Es(r) = −iω
ˆ
V

¯̄Gee(r, r0) ·∆¯̄ε · E(r0) dr0 − iω
ˆ
V

¯̄Geh(r, r0) ·∆¯̄µ ·H(r0) dr0,

(3-37)

Hs(r) = −iω
ˆ
V

¯̄Ghe(r, r0) ·∆¯̄ε · E(r0) dr0 − iω
ˆ
V

¯̄Ghh(r, r0) ·∆¯̄µ ·H(r0) dr0.

(3-38)
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3.2.2.1
Born Approximation

If ∆¯̄ε and ∆¯̄µ are relatively small, in order that the second and third
terms in (3-33) and (3-34) are small compared with the first term (Eb or Hb),
we can approximate the fields inside the volume as the ones of the background,
i.e.,:

E(r0) ≈ Eb(r0), (3-39)

H(r0) ≈ Hb(r0), (3-40)

therefore, the total fields can be computed substituting (3-39) and (3-40) into
(3-33) and (3-34), i.e.

E(r) = Eb(r)−iω
ˆ
V

¯̄Gee(r, r0)·∆¯̄ε·Eb(r0) dr0−iω
ˆ
V

¯̄Geh(r, r0)·∆¯̄µ·Hb(r0) dr0,

(3-41)

H(r) = Hb(r)−iω
ˆ
V

¯̄Ghe(r, r0)·∆¯̄ε·Eb(r0) dr0−iω
ˆ
V

¯̄Ghh(r, r0)·∆¯̄µ·Hb(r0) dr0.

(3-42)

3.2.2.2
Extended Born Approximation

Expressions (3-33) and (3-34) form a system of coupled inhomogeneous
Fredholm vector-equation of the second kind, and finding the field solutions
E(r) and H(r) is not an easy task. The main difficult here, compared to other
methods presented in literature [28, 32, 37 – 41], is the analysis of magneto-
dielectric scatterers, i.e. the simultaneous presence of the contrasts ∆¯̄ε(r) and
∆¯̄µ(r). The particular case of ∆¯̄µ(r) = ¯̄0, however, leads to a well-establish
problem with solution typically obtained by expanding the unknown field E(r)
in terms of appropriate vector-basis functions [37, Sec. 8.9.3]. The Galerkin’s
method can then be employed to convert the problem into a matrix equation,
and its solution will determine E(r). A similar approach can be used for solving
H(r) in a direct fashion, or Faraday’s law can also provide us such a field
if we have solved E(r) for first. In what follows, we presents a decoupling
methodology for the solution of the system in (3-33) and (3-34).

At this point, it is convenient to evaluate Taylor series of E(r0) in the
vicinity of observation point r [53], i.e

E(r0) · α̂ = E(r) · α̂+(r0−r) ·∇[E(r) · α̂]+ 1
2(r0−r) ·∇∇[E(r) · (r0−r) · α̂]+ ...

(3-43)
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if the scatterer and the observation point are close to each other, we could
approximate (r0− r) ≈ 0. Consequently, the expression (3-43) can be approx-
imated by the first term of the series

E(r0) ≈ E(r). (3-44)
From the above approximation, we can express the fields inside the

scatterer as

E(r0) ≈ E(r), (3-45)

H(r0) ≈ H(r), (3-46)

therefore, the system in (3-33) and (3-34) can be calculated as the following
matrix equationE(r)

H(r)

 =
Eb(r)
Hb(r)

+
 ¯̄See(r) ¯̄Seh(r)

¯̄She(r) ¯̄Shh(r)

 ·
E(r)
H(r)

 , (3-47)

where was introduced four new scattering tensors:

¯̄See(r) = −iω
ˆ
V

¯̄Gee(r, r0) ·∆¯̄ε dr0, (3-48)

¯̄Seh(r) = −iω
ˆ
V

¯̄Geh(r, r0) ·∆¯̄µ dr0, (3-49)

¯̄She(r) = −iω
ˆ
V

¯̄Ghe(r, r0) ·∆¯̄ε dr0, (3-50)

¯̄Shh(r) = −iω
ˆ
V

¯̄Ghh(r, r0) ·∆¯̄µ dr0. (3-51)

Now, we can relate [E(r) H(r)]t in (3-47) as a function of the background
field counterparts:

E(r)
H(r)

 =
 ¯̄I − ¯̄See(r) − ¯̄Seh(r)
− ¯̄She(r) ¯̄I − ¯̄Shh(r)

−1

·

Eb(r)
Hb(r)

 (3-52)

=

 ˜̄̄Λee(r) ˜̄̄Λeh(r)
˜̄̄Λhe(r) ˜̄̄Λhh(r)

 ·
Eb(r)
Hb(r)

 (3-53)

= ˜̄̄Λ(r) ·
Eb(r)
Hb(r)

 . (3-54)
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The above generalized scattering tensor ˜̄̄Λ(r) is composed by the sub-elements:

˜̄̄Λee(r) =
[ ¯̄I − ¯̄See(r)

]−1

+
[ ¯̄I − ¯̄See(r)

]−1
· ¯̄Seh(r) · ¯̄M1(r) · ¯̄She(r) ·

[ ¯̄I − ¯̄See(r)
]−1

, (3-55)
˜̄̄Λhh(r) =

[ ¯̄I − ¯̄Shh(r)
]−1

+
[ ¯̄I − ¯̄Shh(r)

]−1
· ¯̄She(r) · ¯̄M2(r) · ¯̄Seh(r) ·

[ ¯̄I − ¯̄Shh(r)
]−1

, (3-56)
˜̄̄Λeh(r) = ˜̄̄Λee · ¯̄Seh(r) ·

[ ¯̄I − ¯̄Shh(r)
]−1

, (3-57)
˜̄̄Λhe(r) = ˜̄̄Λhh · ¯̄She(r) ·

[ ¯̄I − ¯̄See(r)
]−1

, (3-58)

where

¯̄M1(r) =
{

¯̄I − ¯̄Shh(r)− ¯̄She(r) ·
[ ¯̄I − ¯̄See(r)

]−1
· ¯̄Seh(r)

}−1
, (3-59)

¯̄M2(r) =
{

¯̄I − ¯̄See(r)− ¯̄Seh(r) ·
[ ¯̄I − ¯̄Shh(r)

]−1
· ¯̄She(r)

}−1
. (3-60)

The final fields E(r) and H(r) in (3-52) are valid approximations for
points around or inside the scatterer (r0−r ≈ 0). To get a solution at any point,
we should re-radiate the approximated field solution. The expression (3-54)
in (3-33) and (3-34) results in

E(r) =Eb(r)− iω
ˆ
V

¯̄Gee(r, r0) ·∆¯̄ε · ˜̄̄Λ(r0) · Eb(r0) dr0

− iω
ˆ
V

¯̄Geh(r, r0) ·∆¯̄µ · ˜̄̄Λ(r0) ·Hb(r0) dr0,

(3-61)

H(r) =Hb(r)− iω
ˆ
V

¯̄Ghe(r, r0) ·∆¯̄ε · ˜̄̄Λ(r0) · Eb(r0) dr0

− iω
ˆ
V

¯̄Ghh(r, r0) ·∆¯̄µ · ˜̄̄Λ(r0) ·Hb(r0) dr0.

(3-62)

From a computational point of view, the re-radiation process demands
additional resources than required via BA. It is due to the that the term ˜̄̄Λ(r0)
in the EBA approach, requires the computation of multiple integrals (one for
each scatterer discretization point).

3.2.3
Electric Current Source

According to Figure 3.1, when the scatterer is absent, the fields at an
observation point are given by Eb(r) and Hb(r). This is the solution obtained
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by the semi-analytic mode-matching technique presented in Chapter 2. If the
scatterer is present, the field solution will be approximated by the BA or
EBA. These methods require to calculate the dyadic Green’s functions for
the background media. Such dyadics admit closed-form solutions just for a
limited number of cases [37, Ch. 7]. The dyadic Green’s functions we employ
in this study are an original contribution when compared with other approaches
where is used homogeneous dyadics for solving similar cases [39, 40, 42].
Those approaches require the numerical calculation of volumetric integrals
throughout the whole domain (background and scatterer) to compute the
total fields, demanding additional computational effort. The solution method
proposed herein employs the analytical fields in cylindrically stratified media,
with both radial and axial stratifications as a base for the BA or EBA, hence
only one integral is needed to obtain the total fields.

In cylindrical coordinates, for a impulsive-electric current source, we can
write the electric dyadic as:

¯̄Gee(r, r0) =


Gee
ρρ Gee

ρφ Gee
ρz

Gee
φρ Gee

φφ Gee
φz

Gee
zρ Gee

zφ Gee
zz

 , (3-63)

where Gee
αβ is the component α of electric field at the point of observation r

due to an electric point excitation at r0 with polarization in the β direction,
i.e.,

Gee
αβ = E

[
r; Ji = β̂δ(r− r0)

]
· α̂. (3-64)

It is important to stress that the scatterer acts as an equivalent source
and its field convergence, and dyadics should be evaluated independently of
the primary one radiated by the coil TX. For example, for a horizontal TX coil,
we can show that only modal fields associated with the azimuthal harmonic
n = 0 contributes to Eb(r) because of the symmetry of the problem [21, 61,
62]. However, the asymmetric geometry of the scatterer requires high order
harmonics n = {0,±1,±2,±3, ...} for computing Es(r).

For obtaining the dyadic coefficients due to the electric source Ji =
β̂ δ(r− r0), β̂ = {ρ̂, φ̂, ẑ} via MMT, we need to calculate the modal amplitudes
Ār due to each component of the impulsive source by using (2-80)-(2-83)
and (2-94)-(2-97). The matrices ¯̄P, ¯̄T , ¯̄M, ¯̄U required to calculate Ār can be
reused from the expressions presented in Section 2.3. However, we have to
redefine the modal source amplitudes Ār0 . To distinguish the source amplitudes
due to each impulsive component, we define Ā±r0 → Ā±r0,β that represents the
modal source amplitudes due to the β component of the impulsive source. We
compute these amplitudes with the aid of the coefficients S±np and N±np given
in (2-100); i.e.,
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A±r0,β =
S±np
N±np

, (3-65)

where

S±np = (−1)n
ˆ
V

[
(−sneρ,npρ̂+ eφ,npφ̂ ± snez,npẑ) · Ji

± (hρ,npρ̂− snhφ,npφ̂ ∓ hz,npẑ) ·Mi

]
e−inφe∓ikz,npz dv, (3-66)

sn = 1− 2 δ0,n, (3-67)

Nnp = 4π(−1)n
ˆ

(sneρ,nphφ,np + eφ,nphρ,np)ρ dρ

= −2Qnp.

(3-68)

Ji and Mi are the space impulsive vectors, and their volumetric integral
in (3-66) becomes trivial. We can define S±np for each source component as
follows.

3.2.3.1
Electric Current Source for ρ Polarization

Considering β = ρ, we get

S(ρ)±
np = (−1)n

ˆ
V

(−sneρ,np)δ(ρ− ρ0)δ(z − z0)δ(φ− φ0)
ρ

e−inφe∓ikz,npz dv

= (−1)n[−sneρ,np(ρ0)]e−inφ0e∓ikz,npz0

,

(3-69)
if n = 0, the above equation reduces to

S
(ρ)±
0p = eρ,0p(ρ0)e∓ikz,0pz0 . (3-70)

3.2.3.2
Electric Current Source for φ Polarization

Considering β = φ, we get

S(φ)±
np = (−1)n

ˆ
V

(eφ,np)δ(ρ− ρ0)δ(z − z0)δ(φ− φ0)
ρ

e−inφe∓ikz,npz dv

= (−1)n[eφ,np(ρ0)]e−inφ0e∓ikz,npz0

, (3-71)

if n = 0, the above solution reduces to

S
(φ)±
0p = eφ,0p(ρ0)e∓ikz,0pz0 . (3-72)
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3.2.3.3
Electric Current Source for z Polarization

Considering β = z, we get

S(z)±
np = (−1)n

ˆ
V

(± snez,np)δ(ρ− ρ0)δ(z − z0)δ(φ− φ0)
ρ

e−inφe∓ikz,npz dv

= (−1)n[± snez,np(ρ0)]e−inφ0e∓ikz,npz0

,

(3-73)
if n = 0, the above equation reduces to

S
(z)±
0p = ∓ez,0p(ρ0)e∓ikz,0pz0 . (3-74)

3.2.3.4
The Electric Dyadic Green’s Functions

Once the parameter S(β)±
np was computed, we can calculate Nnp by us-

ing (3-68). With these quantities, can finally complete the amplitude excitation
coefficients A±r0,β by replacing (3-69)-(3-74) into (3-65). Then, we can obtain
the modal amplitudes at the observation point via (2-80)-(2-83). As a final
step, the dyadic Green’s functions coefficients for the electric field due to an
electric dipole source can be computed by using

Gee
αβ =

∑
n

∑
p

(A+
r,β + A−r,β)eα,np(ρ)einφ for α = {ρ, φ}, (3-75)

and
Gee
αβ =

∑
n

∑
p

(A+
r,β − A−r,β)eα,np(ρ)einφ for α = {z}. (3-76)

The coefficients A±r,β depend on the positions of the source and observa-
tion point. We can construct a matrix of modal source amplitudes as

¯̄Anp(ρ0, z0, φ0, z) =


Anp,ρ Anp,φ Anp,z

Anp,ρ Anp,φ Anp,z

Anp,ρ Anp,φ Anp,z

 , (3-77)

in the same way, we define a matrix that include only of the ρ-dependent
component as

¯̄enp(ρ) =


enp,ρ enp,ρ enp,ρ

enp,φ enp,φ enp,φ

enp,z enp,z enp,z

 . (3-78)

In a compact, matrix-friendly format, the electric dyadic can be written
as
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¯̄Gee(r, r0) =
∑
n

∑
p

[ ¯̄A+
np(ρ0, z0, φ0, z) + ¯̄A−np(ρ0, z0, φ0, z)

]
· ¯̄enp(ρ)ein(φ)

=
∑
n

∑
p

¯̄Anp(ρ0, z0, φ0, z) · ¯̄enp(ρ)ein(φ).
(3-79)

Following a procedure equivalent for the magnetic field, we show that the
dyadic Green’s function for the magnetic field due to an electric dipole source
is given by

Ghe
αβ =

∑
n

∑
p

(A+
r,β − A−r,β)hα,np(ρ)einφ for α = {ρ, φ}, (3-80)

and
Ghe
αβ =

∑
n

∑
p

(A+
r,β + A−r,β)hα,np(ρ)einφ for α = {z}. (3-81)

Again, in a compact fashion, the magnetic dyadic can be written as

¯̄Ghe(r, r0) = −
∑
n

∑
p

¯̄Anp(ρ0, z0, φ0, z) · ¯̄hnp(ρ)ein(φ). (3-82)

3.2.4
Magnetic Current Source

For a magnetic current source, the electromagnetic fields can be written
in terms of the dyadic Green’s functions

E(r) =
ˆ

¯̄Geh(r, r′) ·Mi(r′) dr′, (3-83)

H(r) =
ˆ

¯̄Ghh(r, r′) ·Mi(r′) dr′. (3-84)

In this way, we need to excite a magnetic point source to obtain the
electric/magnetic Green’s function. Following the procedure presented in the
last subsections, we define Mi as an impulsive vector that describes a magnetic
point source Mi = β̂δ(r− r0), β̂ = {ρ̂, φ̂, ẑ}. We compute S±np for each
component of the impulsive magnetic source substituting Mi in (3-66). Thus,
we have:

3.2.4.1
Magnetic Current Source for ρ Polarization

S(ρ)±
np = ±(−1)n

ˆ
V

(hρ,np)δ(ρ− ρ0)δ(z − z0)δ(φ− φ0)
ρ

e−inφe∓ikz,npz dv

= ±(−1)nhρ,np(ρ0)e−inφ0e∓ikz,npz0

, (3-85)

if n = 0, the above equation reduces to
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S
(ρ)±
0p = ±hρ,0p(ρ0)e∓ikz,0pz0 . (3-86)

3.2.4.2
Magnetic Current Source for φ Polarization

S(φ)±
np = ∓(−1)n

ˆ
V

(snhφ,np)δ(ρ− ρ0)δ(z − z0)δ(φ− φ0)
ρ

e−inφe∓ikz,npz dv

= ∓(−1)n[snhφ,np(ρ0)]e−inφ0e∓ikz,npz0

,

(3-87)
if n = 0, the above expression reduces to

S
(φ)±
0p = ±hφ,0p(ρ0)e∓ikz,0pz0 . (3-88)

3.2.4.3
Magnetic Current Source for z Polarization

S(z)±
np = (−1)n

ˆ
V

(−hz,np)δ(ρ− ρ0)δ(z − z0)δ(φ− φ0)
ρ

e−inφe∓ikz,npz dv

= (−1)n[−hz,np]e−inφ0e∓ikz,npz0

, (3-89)

if n = 0, the above solution reduces to

S
(z)±
0p = −hz,0pe∓ikz,0pz0 . (3-90)

3.2.4.4
The Magnetic Dyadic Green’s Functions

Finally, from the above results for the magnetic current source, we can use
the equivalent equations (3-75)-(3-82) to calculate the dyadic electric/magnetic
Green’s functions due to a magnetic point source.

Once all dyadics ¯̄Gee(r, r0), ¯̄Ghe(r, r0), ¯̄Geh(r, r0), and ¯̄Ghh(r, r0) are
determined for all the discrete points r0 inside the scatterer volume, we can
compute the fields at r via BA by using (3-41) and (3-42). For a EBA aproach
we should calculate the scattering tensors ¯̄Λαβ(r) defined in (3-55) and (3-58).
The computation of these tensors requires a volumetric (3D) integral for
arbitrary scatterers. However, some simplifications can be considered for
specific symmetric examples, as it will be shown in the next section.
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(𝜌1, 𝑧1)

(𝜌2, 𝑧4)

(𝜌2, 𝑧3)

𝜃𝑠2

Figure 3.2: Scatterer with azimuthal symmetry.

3.2.4.5
EBA for Objects with Azimuthal Symmetry

Consider a tilted scatterer with azimuthal symmetry, as illustrated
in Figure 3.2. The volume integrals in (3-48)-(3-51) become surface integrals,
i.e.,

¯̄See(r) = −2iπω
ˆ ρ2

ρ1

ˆ zend

zstart

¯̄Gee(r, r0) ·∆¯̄ε ρ dρ dz0, (3-91)

¯̄Seh(r) = −2iπω
ˆ ρ2

ρ1

ˆ zend

zstart

¯̄Geh(r, r0) ·∆¯̄µ ρ dρ dz0, (3-92)

¯̄She(r) = −2iπω
ˆ ρ2

ρ1

ˆ zend

zstart

¯̄Ghe(r, r0) ·∆¯̄ε ρ dρ dz0, (3-93)

¯̄Shh(r) = −2iπω
ˆ ρ2

ρ1

ˆ zend

zstart

¯̄Ghh(r, r0) ·∆¯̄µ ρ dρ dz0, (3-94)

where
zstart = z1 − (ρ− ρ1) tan(θs1), (3-95)

zend = z2 − (ρ− ρ1) tan(θs2), (3-96)

θs1 = arctan
(
z1 − z3

ρ2 − ρ1

)
, (3-97)

θs2 = arctan
(
z2 − z4

ρ2 − ρ1

)
, (3-98)

by using (3-79) in (3-91) we get the scattering coefficients
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Seeαβ(r) = −2iπωeinφ
ˆ ρ2

ρ1

eα,np(ρ)
ˆ zend

zstart

∑
n

∑
p

(A+
r,np,β + A−r,np,β)∆εαβ ρ dρ dz0.

(3-99)
In order to simplify the surface integral in (3-99) as a line integral we

substitute (2-89) in (2-80) and we obtain

Ā+
r = ¯̄P±ñ (z∓ñ , zr)

˜̄̄
Tmñ

˜̄̄
M±

m(z±m)

[ ¯̄P+
m(z0, z

+
m)Ā+

r0 + ¯̄P+
m(z+

m−1, z
+
m) ˜̄̄
Rm,m−1

¯̄P−m(z0, z
+
m−1)Ā−r0 ],

(3-100)

or what is the same

Ā+
r = ¯̄P±ñ (z∓ñ , zr)

˜̄̄
Tmñ

˜̄̄
M±

m(z±m)¯̄e ikzm(z+
m−z0)Ā+

r0

+ ¯̄P±ñ (z∓ñ , zr)
˜̄̄
Tmñ

˜̄̄
M±

m(z±m) ¯̄P+
m(z+

m−1, z
+
m) ˜̄̄
Rm,m−1 ¯̄e ikzm(z+

m−1−z0)Ā−r0 ,
(3-101)

where ¯̄e is a diagonal matrix whose ith diagonal element corresponds to the
ith eigenvalue (kz value). The double integral for the vector Ā+

r is given by

ˆ ρ2

ρ1

ˆ zend

zstart

Ā+
r ρ dρ dz0 = ¯̄P±ñ (z∓ñ , zr)

ˆ ρ2

ρ1

ρ
˜̄̄
Tmñ

˜̄̄
M±

m(z±m)
ˆ zend

zstart

¯̄eikzm(z+
m−z0)Ā+

r0 dρ dz0 +

¯̄P±ñ (z∓ñ , zr)
ˆ ρ2

ρ1

ρ
˜̄̄
Tmñ

˜̄̄
M±

m(z±m) ¯̄P+
m(z+

m−1, z
+
m) ˜̄̄
Rm,m−1

ˆ zend

zstart

¯̄e ikzm(z+
m−1−z0)Ā−r0 dρ dz0. (3-102)

The arguments of the integrals over z are given by

¯̄e ikzm(z+
m−z0)Ā+

r0 = D̄1 · D̄2 · Ā+
r0 , (3-103)

D̄1 = diag [¯̄e ikzmz
+
m ], (3-104)

D̄2 = diag [¯̄e ikzm(−z0)], (3-105)
¯̄e ikzm(z+

m−1−z0)Ā−r0 = D̄3 · D̄2 · Ā−r0 , (3-106)

D̄3 = diag [¯̄e ikzmz
+
m−1 ], (3-107)

(3-108)
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substituting (3-103) and (3-106) in (3-102) we get

ˆ ρ2

ρ1

ˆ zend

zstart

Ā+
r ρ dρ dz0 = ¯̄P±ñ (z∓ñ , zr)

ˆ ρ2

ρ1

ρ
˜̄̄
Tmñ

˜̄̄
M±

m(z±m)Ā+
r0 · D̄1·

ˆ zend

zstart

D̄2 dρ dz0 +

¯̄P±ñ (z∓ñ , zr)
ˆ ρ2

ρ1

ρ
˜̄̄
Tmñ

˜̄̄
M±

m(z±m) ¯̄P+
m(z+

m−1, z
+
m) ˜̄̄
Rm,m−1Ā

−
r0 · D̄3·

ˆ zend

zstart

D̄2 dρ dz0. (3-109)

The z integral is analytic, and it is given by

ˆ zend

zstart

D̄2 dz0 = ē −ikzz0|zend
zstart

−ik̄z
, (3-110)

finally (3-109) is simplified by the following linear integral

ˆ ρ2

ρ1

ˆ zend

zstart

Ā+
r ρ dρ dz0 =

¯̄P±ñ (z∓ñ , zr)
−ik̄z

ˆ ρ2

ρ1

ρ
˜̄̄
Tmñ

˜̄̄
M±

m(z±m)Ā+
r0 · D̄1·

(ē −ikz(z2−(ρ−ρ1) tan(θs2)) − ē −ikz(z1−(ρ−ρ1) tan(θs1))) dρ+
¯̄P±ñ (z∓ñ , zr)
−ik̄z

ˆ ρ2

ρ1

ρ
˜̄̄
Tmñ

˜̄̄
M±

m(z±m) ¯̄P+
m(z+

m−1, z
+
m) ˜̄̄
Rm,m−1Ā

−
r0 · D̄3·

(ē −ikz(z2−(ρ−ρ1) tan(θs2)) − ē −ikz(z1−(ρ−ρ1) tan(θs1))) dρ. (3-111)

An equivalent procedure can be followed to find
´ ρ2
ρ1

´ zend

zstart
A−r ρ dρ dz0.

3.2.5
Induced Voltage at the Receivers

The induced voltage at the RXs can be calculated by the expression
(2-112). If the total fields have a contribution of a scattered field by an
asymmetric body, an analytical solution similar to that of coil antennas
immersed in symmetric cylindrical layers in (2-120) is not possible [5]. Thereby
the coil perimeter must be discretized for solving (2-112) numerically.

3.3
Summary of Chapter 3

The BA, EBA-based methods proposed in this chapter to compute the
induced voltages at the receiver can be summarized by the following procedure:
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1. Calculate the background electromagnetic fields at the RX (Eb(r))
applying MMT-based method presented in Chapter 2.

2. Discretize the scatterer and then to compute the electric dyadics
¯̄Gee(r, r0) and ¯̄Geh(r, r0) for each point describing the scatterer volume.

3. For BA approach:

– Calculate the background field at each discrete scatterer point
(Eb(r0)) using MMT-based method, and then compute the total
electric field at RX (E(r)) via (3-41).

– Calculate the received voltage at the RX LWD sensor via (2-112).

4. For EBA approach:

– Calculate the scattering tensors ¯̄Λee(r) and ¯̄Λeh(r) with the aid of
the volumetric integration in (3-48)-(3-51)

– Compute the total electromagnetic fields at each point of the
volumetric scatterer (r→ r0) via (3-52).

– Calculate the total electric fields at RX re-radiating the field com-
puted inside the scatterer with help of (3-61).

– Calculate the voltage received (at the LWD sensor) in view of both
background and scattered electromagnetic fields.
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4
Analysis of Well-Logging Sensors in Non-Symmetric Forma-
tions

A numerical algorithm of the Born approximation formalism presented in
Chapter 3 was implement in a Fortran 90 code. As a validation procedure, in a
first step, we will model objects with azimuthal symmetry. In this way, we can
compare the BA-based versus the MMT results. Notice that the model using
the MMT presented in Chapter 2 is considered as the exact solution for LWD
tools inside φ-symmetric media. The validation will allow us to explore our
formulation by studying its accuracy as a function of the scatterer conductivity
and size. Later, we will use the BA formalist to modeling asymmetric and
anisotropic scenarios. For all the cases presented in this chapter, the LWD tool
operates at 2 MHz, and it consists of one transmitting (TX) and one receiving
(RX) coil antennas, that move axially through the formations inside a borehole.
The mandrel radius is fixed in ρm = 4 in (where 1 in= 0.0254 m), and the
borehole radius is equal to ρb = 5 in. The TX is carrying 1 A current, and the
geophysical formations are truncated radially by a perfect electric conductor
boundary condition at ρ = 60 in. This allows us to mimic a radially-unbounded
domain effectively.

4.1
Isotropic and Symmetric Invasion

4.1.1
Case Study 1 - Electric Conductivity Variations

First, consider an isotropic geophysical formation comprising a cylindrical
layered background medium with two vertical and two radial layers, as illus-
trated in Figure 4.1. TX is placed at z = zT , while RX at z = zT + 30 in.
The borehole is filled with a material characterized by a conductivity of
σ = 5× 10−4 S/m and the formations 1 and 2 with σ = 5 S/m and σ = 1 S/m
respectively. The whole media present relative permittivity εr = 1 and relative
permeability µr = 1. Consider now that the formation two is invaded by a
symmetric and isotropic layer with a conductivity of σs, thickness zs = 10 in,
and radius ρs = 10 in. We will calculate the received voltage at RX for
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Zs

Figure 4.1: Symmetric invasion inside a layered cylindrical medium.

variations from σs = 0.1 S/m to σs = 5 S/m. Note that in symmetric invasion
problems, only the azimuthal harmonic n = 0 is required for getting the
complete field solution.

The Figure 4.2 and Figure 4.3 show the phase and amplitude of the
voltage at RX. The results are compared with the MMT-based method
presented in [21]. Figure 4.2 shows that σs has a significant effect on the RX
phase voltage, since we get variations of until ∆|VRX | ≈ 50◦ when we compare
the cases σs = 0.1 S/m and σs = 5 S/m. Contrary to phase, in terms of
amplitude, σs does not imply a critical variation. Observing BA results, we
perceive that our method better performs in terms of phase. The phase starts
to diverge from the reference method when σs = 5 S/m, while in terms of
amplitude, it begins to diverge when σs = 2.5 S/m.

4.1.2
Case Study 2 - Size Variations

Subsequently, we will evaluate the voltage at RX perturbed by a ticker
invasion of zs = 20 in, for the cases σs = 0.1 S/m and σ = 1.5 S/m. We
maintain all the remaining parameters, as presented in the above example.
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Figure 4.2: Phase voltage at RX for σs variations. The lines represent the
results obtained by BA approximation and the symbols by the MMT-based
method.

Figure 4.3: Amplitude voltage at RX for σs variations. The lines represent the
results obtained by BA approximation and the symbols by the MMT-based
method.

Figure 4.4 and Figure 4.5 show the phase and amplitude of the received voltage,
respectively. Even doubling the invasion thickness, we got a very accurate
phase result. Concerning to the amplitude, we can see a slight deviation when
σs = 0.1 S/m. It was not observed when we synthesized the smaller invasion,
then this result is due to the increase in the scatterer dimension, as expected in
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the perturbational theory. In the case σs = 1.5 S/m we have a good convergence
in amplitude and phase. This is due to that the medium where the invasion is
embedded has a conductivity σ = 1 S/m therefore the difference between the
background medium and the invaded zone is less than in the case σs = 0.1 S/m.

Figure 4.4: Phase voltage at RX due to a symmetric invasion with zs = 20 in.
The lines represent the results obtained by BA approximation and the symbols
by the MMT-based method.

Figure 4.5: Amplitude voltage at RX due to a symmetric invasion with
zs = 20 in. The lines represent the results obtained by BA approximation
and the symbols by the MMT-based method.
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4.1.3
Case Study 3 - Magnetic Permeability Variations

Referring to variations in the scatterer magnetic profile, consider now
that the formation two is invaded by a symmetric and isotropic layer with
relative permeability µs, conductivity σs = 1 S/m, and thickness zs = 10 in.
We will compute the received voltage at RX for two cases: µs = 1.2, and
µs = 1.3. The background parameters are similar to those of the cases above.
Figure 4.6 and Figure 4.7 illustrate the voltage behaviour at RX. Like showed
in Figure 4.7, the amplitude voltage is more sensitive to permeability variations
than to conductivity variations. Since a difference of 20% in µs concerning to
the background media implies a considerable variation in terms of amplitude.
We can observe too that the horn effect is more accentuated. BA approximation
is not much efficient for modeling scatterer magnetic profiles with large ∆µ, as
shown in Figure 4.7, a difference of 30% makes the amplitude voltage-solution
begins to diverge from the reference technique. This difficulty is because the
method is more precise in terms of phase, as stated above.

Figure 4.6: Phase voltage at RX due to permeability variations. The lines
represent the results obtained by BA approximation and the symbols by the
MMT-based method.
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Figure 4.7: Amplitude voltage at RX due to permeability variations. The lines
represent the results obtained by BA approximation and the symbols by the
MMT-based method.

4.2
Anisotropic and Symmetric Invasion

In the next step, the geophysical formation is invaded by anisotropic-
symmetric scatterers. The BA-based method does not have any restric-
tion of scatterer isotropy, unlike the reference method, which is restricted
to uni-axial materials. Therefore, for validation purpose, we evaluate two
uniaxial-symmetric scatterers with ¯̄σs = diag [0.5, 0.5, 2] S/m and ¯̄σs =
diag [2, 2, 0.5] S/m. All the background parameters are maintained as in
Section 4.1. Then, we include a biaxial material with a conductivity slightly
different from uniaxial cases, i.e. ¯̄σs = diag [0.5, 1.5, 2] S/m. Figure 4.8 and
Figure 4.9 show the amplitude and phase of the received voltages at RX
perturbed by the described scatterers. The uniaxial results show good accuracy
with respect to the reference method, and the biaxial result is between the
uniaxial cases like expected theoretically.
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Figure 4.8: Phase voltage at RX due to anisotropic symmetric scatterers. The
lines represent the results obtained by BA approximation and the symbols by
the MMT-based method.

Figure 4.9: Amplitude voltage at RX due to anisotropic symmetric scatterers.
The lines represent the results obtained by BA approximation and the symbols
by the MMT-based method.

4.3
Non-Symmetrical Invasion

In the following, we explore the field behavior and the induced voltage
at the RXs due to an asymmetric invasions around the borehole.
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4.3.1
Case Study 1

Consider a geophysical formation formed by a cylindrical layered back-
ground medium and an asymmetric invasion. The background medium has two
vertical and three radial layers similar to that illustrated in Figure 4.10. This
axis-symmetric configuration was considered before in [21,63,64] for modeling
a LWD tool operating at 2 MHz. This tool consists of one TX and two RXs
horizontal coil antennas. RX1 and RX2 are placed 30 in and 24 in away from
TX, respectively.

 .
α

Figure 4.10: Asymmetric invasion inside a layered cylindrical medium.

We present a scenario where the borehole is filled with saltwater with
a conductivity of σ = 10 S/m, and the array of antennas moves through a
60-in bed layer (formation 2) with σ = 5 × 10−4 S/m. The formations below
and above the bed layer are characterized by the conductivities σ = 5 S/m
and σ = 1 S/m, respectively. The whole media presents relative permittivity
εr = 1 and relative permeability of µr = 1. As said before, due to the antenna
geometry, only fields with azimuthal harmonic index n = 0 will be excited
by the TX. Consider now that the formation 2 presents a non-symmetric
invasion zone with a conductivity of σ = 0.5 S/m, extending over a cylindrical
sector of 10-in in the radial direction and defined by the azimuthal angle α as
depicted in Figure 4.10. The Figure 4.11 and Figure 4.12 show the amplitude
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and phase ratio of the received voltages at RX1 and RX2 for three invasion
cases: α = 0◦, 180◦, 360◦. For α = 0◦ there is no invasion, and the total voltage
correspond only to the background field counterpart i.e., Es = 0. For α = 360◦,
the problem becomes symmetrical again, but now we have Es 6= 0.

Figure 4.11: Phase difference for a moving LWD tool traversing a bed layer
with a non-invaded, a symmetrical, and a non-symmetrical invaded zones. Our
results are indicated by the label BA.
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Figure 4.12: Voltage ratio amplitude for a moving LWD tool traversing a bed
layer with a non-invaded, a symmetrical, and a non-symmetrical invaded zones.
Our results are indicated by the label BA.
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We compare this case with the results presented in [21,63,64], and we have
observed very good agreement. For α = 180◦, the problem is non-symmetrical,
as presented in Figure 4.10. Our voltage results in Figure 4.11 and Figure 4.12
are between the extrema α = 0◦ and 360◦, as expected, and this indicates
the correctness of presented formulation. Our method has employed P = 45
radial modes and N = 1 azimuthal modes (the sum of n = 0,−1, 1) for the
case α = 180◦. For the cases α = 0◦ and α = 360◦ we considered P = 45 and
N = 0. Note that in those symmetric invasions only the azimuthal harmonic
n = 0 is required.

Although the analyzed scenarios present high conductivity contrasts
between the invaded zone (σ = 0.5 S/m) and the background (σ = 5 ×
10−4 S/m) in formation 2, it does not imply large variations for the amplitude
of VR1/VR2. Then, we focus on the analysis of phase voltage variation. At
zT = −10 in, phase results are shown in Figure 4.13 as a function of the
azimuthal invasion angle α. In Figure 4.14 we show the corresponding voltage
phases at RX1 and RX2, where a variation in the range from 16◦ to 30◦, and 8◦

to 20◦ are observed, respectively. Note that for α = 0◦ the invasion is absent,
while for α = 360◦ the invasion becomes symmetric.
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Figure 4.13: Phase difference for triaxial LWD tool at zT = −10 in as function
of the azimuthal invasion angle α.
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Figure 4.14: Phase voltage at RX1 and RX2 for zT = −10 in as function of the
azimuthal invasion angle α.

In order to obtain a deeper knowledge about the electric field behavior
along the coil antennas (0◦ < φ < 360◦) and its relation with α, Figure 4.15
and Figure 4.16 show the phase and amplitude of Eφ for different invasions at
zT = −10 in.

Figure 4.15: Eφ phase for different invaded zones at the axial position zT =
−10 in.
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Figure 4.16: Eφ amplitude for different invaded zones at the axial position
zT = −10 in.

As said above, we use the azimuthal modes n = 0 and ±1, but it is worth
noting that when the invasion is symmetric, we only need the harmonic n = 0
to calculate in a precise fashion the induced voltages at RX1 and RX2. In this
case, the integral along φ showed in (2-112) must be identical for the electric
fields exited by different quantities of azimuthal modes. For proving the theory
we illustrate in Figure 4.17 and Figure 4.18 the field Eφ at RX1, when α = 360◦

for z = −10 in. As can be seen in the figures, the area under the curve (the
integral) of the electric field is the same for all cases, as expected theoretically.

4.3.2
Case Study 2

Sequentially, we increase the conductivity of the invaded zone to σ =
1 S/m for accentuating ∆¯̄ε. The Figure 4.19 and Figure 4.20 show the phase
and amplitude voltages relation of RX2 and RX1 for this configuration. We
evaluate the effects of this higher contrast in the BA accuracy, we note that
the error increases, as expected theoretically.
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Figure 4.17: Eφ phase for a symmetric invasion at zT = −10 exited by different
number of azimuthal modes.
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Figure 4.18: Eφ amplitude for a symmetric invasion at zT = −10 exited by
different number of azimuthal modes.
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Figure 4.19: Phase difference for a moving LWD tool traversing a bed layer
(formation 2) with a non-invaded (α = 0◦), a symmetrical (α = 360◦), and a
non-symmetrical (α = 180◦) invaded zones. Our results are indicated by the
label BA. The abscissa represents the axial position of the TX antenna.
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Figure 4.20: Amplitude difference for a moving LWD tool traversing a bed
layer (formation 2) with a non-invaded (α = 0◦), a symmetrical (α = 360◦),
and a non-symmetrical (α = 180◦) invaded zones. Our results are indicated by
the label BA. The abscissa represents the axial position of the TX antenna.

4.3.3
Case Study 3

Consider now that the formation 2 in Figure 4.21 is invaded by a
non-symmetric scatterer with σ = 2 S/m, the dimension and constitutive
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parameters are kept as presented in Section 4.1.Figure 4.22 and Figure 4.23
show the amplitude and phase of the received voltages at RX for three invasion
cases: α = {0◦, 180◦, 360◦}.

α

Invaded zone

Figure 4.21: Asymmetric invasion inside a layered cylindrical medium.

Figure 4.22: Phase voltage at RX due to a symmetric and non-symmetric
invasions.
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Figure 4.23: Amplitude voltage at RX due to a symmetric and non-symmetric
invasions.

The voltage for the cases α = 0◦ and α = 360◦ was validated using the
MMT-based method, as illustrated in Figure 4.2 and Figure 4.3. The voltage
for the case α = 180◦ is between the other two cases, as expected.

4.4
Anisotropic Dipping Layer

Figure 4.24 shows the geometry of a layered earth formation with a
dipping bed. These cases commonly exist when the formation presents a
directional soil fracture or during a deviated drilling [15] (deviation of a
wellbore from the natural vertical path). The dipping layer inclination is
defined by the dipping angle θs, as illustrated in Figure 4.24. The dipping
angle is related to the axial layer position za as follows

za = z′a − ρs tan θs cosφ (4-1)

where φ is the invasion azimuthal angle and z′a is the axial layer position when
θs = 0◦.

Consider a tilted layer of thickness zs = 10 in, characterized by a uniaxial
conductivity ¯̄σs = diag [1.2, 1.2, 0.8] S/m. The bed is radially unbounded; then,
we simulate it with a radius ρs = 50 in, which guarantees that the solution
is adequate since the chosen radius is sufficient to represent the unbounded
radial medium. The geophysical formation is composed by a uniaxial material
that posses a conductivity of ¯̄σb = diag [1, 1, 0.5] S/m. The borehole is filled
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Figure 4.24: Well-logging tool traversing a dipping bed layer.

with isotropic material with a conductivity of σ = 2 S/m. The whole media
present relative permittivity εr = 1, relative permeability µr = 1, and the
receiver RX is placed at z = zT + 24 in. We evaluate the phase voltage for
three dipping angles θs = {0◦, 30◦, 50◦}, as illustrated in Figure 4.25. For the
case, θs = 0◦, we compare our solution with the reference method, the two
sets of results agree very well. We can see in the figure that as the tilted angle
increases the voltage response becomes more open, and the minimum value of
the amplitude increase. We can expect this response because tilting the layer
will produce reflections at points above and below the original horizontal layer.

Consider now a totally anisotropic dipping bed with a fully filled conduc-
tivity tensor. As presented in [15, 30], this tensor can be function of the layer
position, i.e.,

¯̄σs =


σsρρ σsρφ σsρz

σsφρ σsφφ σsφz

σszρ σszφ σszz

 , (4-2)
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Figure 4.25: Phase voltage at RX due to dipping beds characterized by the
angle θs. The lines represent the results obtained by BA approximation and
the symbols by the MMT-based method.

where

σsρρ = σρ cos2 φ+ σφ sin2 φ, (4-3)

σsρφ = −σρ sinφ cosφ+ σφ sinφ cosφ, (4-4)

σsρz = (σv − σh) cosφ sin θs cos θs, (4-5)

σsφρ = −σρ cosφ sinφ+ σφ sinφ cosφ, (4-6)

σsφφ = σρ sin2 φ+ σφ cos2 φ, (4-7)

σsφz = −(σv − σh) sinφ sin θs cos θs, (4-8)

σszρ = (σv − σh) cosφ sin θs cos θs, (4-9)

σszφ = −(σv − σh) sinφ sin θs cos θs, (4-10)

σszz = σh sin2 θs + σv cos2 θs, (4-11)

σρ = σh cos2 θs + σv sin2 θs, (4-12)

σφ = σh. (4-13)

The conductivities σh and σv are the vertical and radial conductivities,
respectively. We will calculate the induce voltage at RX perturbed by two
totally anisotropic layers with inclination θs = 30◦ and of conductivity ¯̄σs1 and
¯̄σs2, respectively. We assume σh = 1.2 S/m and σv = 0.8 S/m for the first case,
and σh = 0.8 S/m and σv = 0.3 S/m for the second. These cases are compared
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with their uniaxial counterpart of ¯̄σs1(uniaxial) = diag [1.2, 1.2, 0.8] S/m, and
¯̄σs2(uniaxial) = diag [0.8, 0.8, 0.3] S/m. Figure 4.26 illustrates the differences
between the phase voltage for the uniaxial and the anisotropic tilted layer
cases. We can observe that the anisotropy varies substantially the behavior of
the voltage. BA allows us to model objects with complex anisotropies immersed
in complex layered media.

Figure 4.26: Phase voltage at RX due to anisotropoic dipping beds.

4.5
Borehole Failures

When a hole is bored in porous soil formations, the borehole cross-section
format can lose its circular symmetry, and that will result in a geometrical
failure as a consequence of the non-regular invasion around the borehole.
This phenomenon is related to the heterogeneity of the formations and the
distribution of strain as well as the stress [65]. An increase in the risky factors
are given mainly for the multilateral well prospecting, a proficient technology
for improving the production for oil and gas wells [65]. Taking advantage of the
versatility of the BA, we can simulate different borehole geometries, as a case
study, and for modeling a recurrent geometry presented in borehole failures,
we evaluate an oval-shaped borehole, as illustrated in Figure 4.27.

The borehole considered in this cases posses a conductivity of σ = 2 S/m,
the background media has σ = 1 S/m, and RX is placed at z = zT +24 in. The
remaining parameters are kept as those used in Section 4.1. We evaluate two
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ra

r b

Figure 4.27: Oval-shaped borehole.

Figure 4.28: Phase voltage at RX due to oval-shaped borehole. The lines
represent the results obtained by BA approximation and the symbols by the
MMT-based method.

elliptical cases with the minor radii rb = {2, 1} in, and major radius ra = 5 in.
Then, we compute VRX for the symmetric cases rb = ra = 1 and rb = ra = 5.
Phase voltage results are illustrated in Figure 4.28. The symmetric examples
results can be compared with the reference method, as shown in Figure 4.28.
The asymmetric ones are between the extrema like expected. In the figure we
can observe oscillations when −20 in < zT < 10 in, this phenomenon is due to
reflections produced in the borehole-background medium interface.
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4.6
Tilted-Coil Antennas

In this section, we will calculate the induced voltage at the RX tilted-coil
antennas due to tilted-coil transmitters. By cause of the antennas geometry,
even if the scatterer is symmetric, the problem requires the modal voltage
summation in (2-113) taking into consideration the azimuthal harmonic index
n = {0, 1,−1, ...}. For tilted RX cases as well as when is considered an
asymmetric scatterer, for a BA solution, the integral along the RX antenna in
(2-112) must be solved numerically.

4.6.1
Case Study 1 - Symmetric Invasion

Consider a symmetric invasion characterized by a isotropic conductivity
of σs = 5.5 S/m immerse in a background media with conductivity σ = 5 S/m.
The well borehole has a conductivity of σ = 2 S/m, RX is placed 30 in
away from TX. The RX and TX antennas are tilted-coil antennas described
by (2-106), both have a tilted angle of θT = θR = 10◦ . The scatterer and
background dimension are kept as in Section 4.1. Figure 4.29 and Figure 4.30
show the phase and amplitude voltage, respectively. The two sets of results
agree well in terms of phase, and they have a slight deviation in amplitude
terms.

Figure 4.29: Phase voltage at tilted RX due to a symmetric invasion. The lines
represent the results obtained by MMT approximation and the symbols by the
BA-based method.
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Figure 4.30: Amplitude voltage at tilted RX due to a symmetric invasion. The
lines represent the results obtained by MMT approximation and the symbols
by the BA-based method.

4.6.2
Case Study 2 - Oval-Shaped Borehole

Consider the example defined in Section 4.5 and examine now the induced
voltage at a RX tilted-coil. Both TX and RX are described by a tilted angle of
θT = θR = 10◦ . We evaluate an elliptical case described by a minor radius of
rb = 2 in, and a major radius of ra = 5 in. Then, we compute VRX analytically
for the symmetric cases rb = ra = 2 and rb = ra = 5. Phase voltage results
are illustrated in Figure 4.31; as expected, the asymmetric case is between the
symmetric ones.

4.7
Summary of Chapter 4

– The numerical integration along the tilted antenna in (2-112) converges
rapidly for the cases presented in this section. To obtain the solution,
we need very few points; in our examples, only 9 points around the loop
were necessary for the field convergence.

– The MMT based method requires more electromagnetic modes to accu-
rately model the propagation problem by using tilted antennas [5]. This
fact added to that the scatterer and receiver coil are very close to each
other, at some points in our setup, increases the computational effort.
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Figure 4.31: Amplitude voltage at tilted RX due to a perturbed by oval-shaped
borehole.

In the examples above, for points near discontinuities, we required more
than 200 radial modes (p > 200) until the convergence.
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5
Comparison between EBA and BA

In this chapter, we will compare some aspects of BA and EBA algorithms
for describing electromagnetic fields inside and in the vicinity of the scatterer.
We will present several case studies to visualize the electric field behavior as
a function of the observer position. We employed the prescriptions of (3-54)
to compute the electric field via EBA and (3-41) for the BA. For all the case
scenarios presented in this chapter, we considered that the LWD tool operates
at 2 MHz, and the TX is carrying a constant current of 1 A. The mandrel
radius is fixed to ρm = 4 in, the borehole has the radius ρb = 5 in, and the
geophysical formations are radially-truncated by a perfect electric conductor
boundary condition at ρ = 60 in.

5.1
Electric Profile Variations

In this case, we will fix the transmitter TX at zT = −10 in, while the
observation point RX is in axial movement crossing the scatterer from the
point zR = −5 in to zR = 5 in. The radius of the TX coil is ρT = 4.5 in, as
in the cases showed in Chapter 4, and the radial position for the observation
point will be fixed at ρR = 8 in.

5.1.1
Case Study 1

First, consider an isotropic media formation characterized by a conduc-
tivity of σ = 5 s/m and a borehole of σ = 2 S/m. The medium is invaded
by a symmetrical scatterer of σ = 6 S/m, and dimensions zS = 10 in and
ρs = 10 in located between 5 in < ρ < 15 in. Figure 5.1 and Figure 5.2 show
the phase and amplitude of Eφ, respectively. In the figures, the background
line represents the field in the absence of the scatterer, and the analytic line
stands for the analytical solution when the scatterer exists. In this example,
we observe that the amplitude field variation is negligible for the cases with or
without scatterer. In terms of the phase, we have a maximum difference of ten
degrees between the background solution and the analytical. The BA technique
reproduces the behavior of the field along all the domain very precisely. The

DBD
PUC-Rio - Certificação Digital Nº 1612997/CA



Chapter 5. Comparison between EBA and BA 85

EBA technique presents an improvement to represent the total fields over the
background results, but not as accurate as of the BA approach. We must keep
in mind that the EBA is a valid approximation for points around or inside the
scatterer (r0 − r ≈ 0). To get a solution at any point outside the scatterer,
we should re-radiate the fields calculated inside the scatterer via (3-61) and
(3-62). We would only expect an advantage of the EBA over the BA after the
re-radiation process, and this can be explained considering a case with the
variation of the electric profile as the case considered in this subsection. For
an electric profile (3-61) is reduced to

E(r) = Eb(r)− iω
ˆ
V

¯̄Gee(r, r0) ·∆¯̄ε · ˜̄̄Λ(r0) · Eb(r0) dr0, (5-1)

where ˜̄̄Λ(r) =
[ ¯̄I − ¯̄See(r)

]−1
, (5-2)

¯̄See(r) = −iω
ˆ
V

¯̄Gee(r, r0) ·∆¯̄ε dr0. (5-3)

In case of ¯̄See(r)� ¯̄I, we can approximate (5-2) by

˜̄̄Λ(r0) ≈ ¯̄I + ¯̄See(r0). (5-4)
Substituting the above into (5-1) allows us to obtain

E(r) = Eb(r)− iω
ˆ
V

¯̄Gee(r, r0) ·∆¯̄ε · Eb(r0) dr0

− iω
ˆ
V

¯̄Gee(r, r0) ·∆¯̄ε · ¯̄See(r0) · Eb(r0) dr0,

(5-5)

where the second term resemble the conventional BA scattering contribution
to the background fields, i.e., a first-order correction in terms of ∆¯̄ε, while the
last term can be seen as a second-order correction.

5.1.2
Case Study 2

Consider the background and scatterer dimension presented in Sec-
tion 4.1 for a symmetric scatterer of σs = 10 S/m. Figure 5.3 and Figure 5.4
illustrate the phase and amplitude of the electric field component Eφ calcu-
lated via BA, EBA, and analytically by MMT-based technique. In this case,
we observe amplitude and phase variations when compared to the analytic
response and the background electric field. We have a ∆ε greater than the
limitations of the BA; this fact is illustrated clearly in the figures, where the
analytical field could not be reproduced accurately by this technique. The
EBA technique presents an improvement to represent the total fields over the
background results. To compare the technique outside the scatterer region, we
should re-radiate the fields to obtain a conclusion about EBA accuracy.
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Figure 5.1: Eφ phase for a moving observation point traversing a layer with
σs = 6 S/m. The abscissa represents the axial position of the RX.

Figure 5.2: Eφ amplitude for a moving observation point traversing a layer
with σs = 6 S/m. The abscissa represents the axial position of the RX.
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Figure 5.3: Eφ phase for a moving observation point traversing a layer with
σs = 10 S/m. The abscissa represents the axial position of the RX.

Figure 5.4: Eφ amplitude for a moving observation point traversing a layer
with σs = 10 S/m. The abscissa represents the axial position of the RX.

5.2
Magnetic Profile Variations

Now, we will evaluate the Eφ variations due to a scatterer with µs = 3
and σ = 1 S/m. The background medium and the remain parameters are kept
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Figure 5.5: Eφ phase for a moving observation point traversing a layer with
µs = 3. The abscissa represents the axial position of the RX.

as in section 5.1. Figure 5.5 and Figure 5.6 show the phase and amplitude
of Eφ calculated via BA, EBA and analytically. In this case, we observe
amplitude and phase variations when compared to the analytic response and
the background electric field. We have a ∆µ greater than the limitations of the
BA; the analytical field could not be reproduced accurately by this technique.

5.3
Electric and Magnetic Profile Variations

For a simultaneous electric and magnetic variation, we will evaluate
a scatterer with µs = 3 and σ = 5 S/m. The background and the other
parameters are maintained as in section 5.1 and section 5.2. Figure 5.7 and
Figure 5.8 illustrate the phase and amplitude of Eφ calculated via BA, EBA
and MMT-based technique. The variations ∆µ and ∆ε are greater than the
limitations of the BA, and the analytical field could not be simulated accurately
by this technique.

5.4
Summary of Chapter 5

BA and EBA solutions provide corrections to the total fields of the
background results. To get a conclusive result, we should compute the scattered
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Figure 5.6: Eφ amplitude for a moving observation point traversing a layer
with µs = 3 . The abscissa represents the axial position of the RX.

Figure 5.7: Eφ phase for a moving observation point traversing a layer with
µs = 3 and σ = 5 S/m. The abscissa represents the axial position of the RX.

field Es at an observation point RX outside the scatterer region. For this
calculation, the extended technique requires the re-radiation of the fields inside
the scatterer as presented in (3-61) and (3-62). Moreover, the re-radiation
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Figure 5.8: Eφ amplitude for a moving observation point traversing a layer
with µs = 3 and σ = 5 S/m. The abscissa represents the axial position of the
RX.

process demands more computational resources than required by the BA
algorithm. It is due to that in the BA algorithm, the dyadics are calculated
once, while in the EBA approach, they are calculated once for each scatterer
discretization point.

DBD
PUC-Rio - Certificação Digital Nº 1612997/CA



6
Realistic Antenna Modeling for Well-Logging Sensing

6.1
Introduction

The next generation of logging sensors for oil prospecting requires a
realistic antenna modeling. Due to impedance mismatching that LWD sensors
face between the feed and the coil antenna, the telemetry system decreases
its performance [18, 19]. The modeling of the mutual- and self-impedance of
antenna coil sensors allows the accurate characterization of these devices and
avoids mismatching. The computation of the impedance for coil antennas im-
mersed in complex-layered cylindrical media is a topic that was not addressed
adequately in the literature because it demands high-cost CEM based on finite-
differences (FD) or finite-elements (FEM).

In many mode-matching solutions for modeling LWD tools, such those
in [37, 66, 67], the source is usually an infinitesimal magnetic dipole. More
sophisticated approaches consider a delta-type coil current source [5, 21, 25,
68, 69]. To the best of our knowledge, there is no report of any analytical or
semi-analytical methodology for computing the influence of the finite size of
a realistic LWD antenna. The reflection effects induced by the mandrel that
supports the LWD tools cannot be easily incorporated in standard NMM-
based formulations. In this chapter, we present a novel semi-analytical mode-
matching technique for modeling the antenna input impedance in a precise
fashion. A distinguishing feature of our present approach is that the mode-
matching does not rely on a numerical discretization of the space domain.
In this way, we optimize the computational performance. Our objective is to
calculate the input impedance of antennas used in practical LWD tools such as
those implemented by many oilfield contractors [9 – 12]. We propose to study
the behavior of these impedances in different scenarios.

We present numerical results of some case studies to validate our formu-
lation versus that based on the finite-difference-time-domain (FDTD) provided
by a commercial CEM software. Besides, we present a sensitivity analysis of
the sensor impedance in terms of its physical dimension, operating frequency,
and constitutive parameters of the surrounding medium. We show that our
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𝐼𝑇𝑥 Infinitesimal gap.

Figure 6.1: Coil antenna excited by the current ITX.

technique is an excellent alternative method for modeling realistic LWD tools
in inhomogeneous, anisotropic, and dissipative media.

6.2
Electromagnetic Modeling

6.2.1
Input Impedance

A perfect electric conducting (PEC) antenna excited by a current source
ITX as depicted in Figure 6.1 distributes the current on the antenna surface,
so that tangential components of the total electric field vanish inside the PEC.
If we consider the antenna terminals as an infinitesimal gap, the reaction of
any field with the current source can be expressed as −V ITX. The relation
between the voltage and the current at the gap terminals is defined as the input
impedance. A finite-dimension coil antenna as its input impedance determined
by integrating the electric field and the surface current density according to [51,
Ch. 7], [70]

Zin = −〈E,Js〉
I2

TX
(6-1)

= − 1
I2

TX

"
E · Js ds, (6-2)

where Js is the current density distribution over the antenna surface.
The integral in (6-1) is calculated by using the radiated electric field

by an infinitesimal antenna as showed in Chapter 2 on the antenna surface.
In our model, this infinitesimal antenna is placed at the middle of the finite-
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antenna. A similar technique was developed in [71, 72], where fields radiated
by an infinitesimal antenna are used to calculate the impedance of antennas
with finite dimensions. We consider an electrically small loop antenna with
radius ρT . Since ρT � λ, we can approximate the current density distribution
by a constant over the antenna surface [73, 74]. This approximation simplify
the electromagnetic analysis and is suitable for modeling LWD sensors.

6.2.2
Mutual Impedance

The antenna impedance also depends on the current of neighboring ele-
ments. The impedance at a port a due to the current at port b is called mutual
impedance. The variational formula that calculates the mutual impedance at
the receiver antenna due to the current at the transmitter antenna is given
by [51]

ZRX,TX = −〈ETX,Js,RX〉
ITXIRX

(6-3)

= − 1
ITXIRX

"
ETX · Js,RX ds. (6-4)

Reciprocally, the impedance at the transmitter antenna due to the
current at the receiver antenna is given by

ZTX,RX = −〈ERX,Js,TX〉
ITXIRX

(6-5)

= − 1
ITXIRX

"
ERX · Js,TX ds. (6-6)

6.3
Horizontal Electric Coil with Rectangular Cross-Section

Several commercial LWD sensors use coil antennas with a rectangular
cross-section similar to the illustrated in Figure 6.2. Horizontal coil excites
only TM to z modes. Due to this feature equation (6-1) becomes

Zin = − 1
I2

TX

"
ETE
φ · Js ds. (6-7)

Considering that ETE
φ is independent of φ, and that the current is

constant along the antenna surface, (6-7) can be solved by splitting the integral
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Figure 6.2: Coil antenna with a rectangular cross-section.

into four line integrals

Zin = − Js
I2

TX
2π
[ ˆ ρ2

ρ1

ETE
φ (ρ, z1)ρ dρ + ρ2

ˆ z2

z1

ETE
φ (ρ2, z) dz

−
ˆ ρ1

ρ2

ETE
φ (ρ, z2)ρ dρ − ρ1

ˆ z1

z2

ETE
φ (ρ1, z) dz

]
, (6-8)

where ρ1, ρ2, z1 and z2 are illustrated in Figure 6.2.
The same logic is applied for calculating the mutual impedance. We could

divide the integral in expressions (6-3) and (6-5) into four integrals similar to
those presented in (6-8).

6.3.1
Input Impedance Characteristics

To illustrate the application of the proposed method, we present some
case studies that describe the operation of LWD tools in different representative
scenarios. We compare our results with FDTD provided by the software CST
Studio Suite [75]. The real dimensions of a typical logging-well could not be
properly simulated in CST due to the considerable amount CPU time required,
and due to severe convergence problems, we have faced. Due to this reason,
we will present FDTD comparisons using only scaled versions of the original
well. Despite that numerical issues, a comprehensive validation of our method
will be possible. The input current was defined as ITX = 1 A for all the cases
presented here.

6.3.2
Case Study 1

In a first case study, we consider a problem with a 4-in-radius metallic
mandrel inside a 7-in-radius borehole, where 1 in = 2.54×10−2 m. The borehole
is filled with oil-based mud with 5×10−4 S/m, and the soil formation has 1 S/m.
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Figure 6.3: Geophysical formation and the geometry for the case study 1.

Figure 6.3 illustrates the geophysical formation and the main parameters. As
said before, to avoid very long simulations times in the FDTD method, the
radial domain was truncated at 10 in. The operating frequency ranges from
0.5 MHz to 2 MHz, as typical for resistivity sensing. In this problem, the
infinitesimal loops have radii of ρT = 5.5 in. The axial separation between TX
and RXs are 24 in and 30 in, as illustrated in Figure 6.3. The real and imaginary
parts of the voltage received at the RXs as a function of the operating frequency
are shown in Figure 6.4 and Figure 6.5. Good agreement is observed between
the voltage computed by the proposed method and those from a commercial
finite-difference time-domain (FDTD) solver.

We have calculated the impedance of a coil antenna with rectangular
cross-section given by a width of ∆ρ = 0.2 in and a height varying in the
range of ∆z = {10, 16} in. Figure 6.6 shows the impedance of these two real
antennas as the frequency evolves from 0.5 MHz–2 MHz. Good agreement is
observed versus FDTD results.

6.3.3
Case Study 2

As a second example, we consider a formation similar to that presented
above, but now we investigate the influence of the conductivity of the soil
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Figure 6.4: Real part of the voltages received at RX antennas axially placed
24 in and 30 in away from the TX.
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Figure 6.5: Imaginary part of the voltages received at RX antennas axially
placed 24 in and 30 in away from the TX.

formation. Figure 6.7 shows the impedance of an antenna with cross-section
∆ρ = 0.2 in by ∆z = 10 in operating at 500 kHz and 2 MHz as the conductivity
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Figure 6.6: Impedance of the antenna with cross-section width ∆ρ = 0.2 in
and heights ∆z = 10 in and 16 in. The results from the present algorithm are
indicated by small symbols. The solid and dotted lines are FDTD results.

of the soil formation evolves.
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Figure 6.7: Impedance of the antenna as a function of the soil conductivity.

6.3.4
Case Study 3

We next evaluate a scenario similar to case study 1, but now we
investigate the influence of the antenna dimensions. Figure 6.8 and Figure 6.9
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Figure 6.8: Input reactance of the antenna as a function of the cross-section
width ∆ρ and height ∆z.
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Figure 6.9: Input resistance of the antenna as a function of the cross-section
width ∆ρ and height ∆z.

show impedance results as a function of the antenna width ∆ρ and height ∆z,
when the operating frequency is fixed at 0.5 MHz.

6.4
Summary of Chapter 6

The sensitivity analysis shows that the antenna impedance changes
dramatically in terms of its dimensions, operating frequency, and parameters
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of the medium where it is immersed. The analysis results motivated us to
investigate another kind of antennas and their practical applications in the
LWD industry. A preliminary mathematical formulation for other candidate
antennas is presented in Appendix A. It is worth noting that because the
infinitesimal coil (placed at the center of the real dimension antennas), is
very close to the antenna surface, we require to compute the electric field
in some points in the cross-section antenna more than 100 radial modes until
the convergence (p > 100). It should be stressed that many convergence issues
where observed in the FDTD simulations (in CST) due to the complexity
associated with this kind of problem. In face of that, just the limited number
of case studies displayed above where considered. The study of other antenna
geometries and the calculation of its input impedance when immersed in more
complex backgrounds becomes out of the scope of the present work.
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7
Final Remarks and Recommendations for Future Works

In this thesis we presented a comprehensive study on the electromagnetic
propagation in complex geophysical formations for the accurate modeling of
well-logging tools. We focused on computing the induced voltages and the self-
impedance of coil antennas used in such sensors. We presented some novel
full-wave, variational, and perturbational pseudo-analytic methods to describe
electromagnetic propagation in complex geophysical formations that can han-
dle realistic LWD tools. The mathematical formulation and the associated
numerical algorithms we have developed allows us to account for the effects
of an azimuthal symmetric borehole environment with the additional presence
of complex-shaped 3D anisotropic scatterers. As far as we know, the proposed
pseudo-analytic method is less resource-intensive both in terms of CPU time
de RAM requirements when compared with the alternative solutions addressed
in the literature.

To the best of our knowledge, we obtained, for the first time, a semi-
analytic dyadic Green’s function for inhomogeneous cylindrically layered media
with both vertical and radial stratifications.

In this research, BA and EBA field solutions were formulated and
numerically implemented for modeling the electromagnetic propagation in
environments where a 3D anisotropic-magnetodielectric object is immersed.
Our approach requires a volumetric integral only over the object region instead
of a numerically expensive integral over the entire domain as in the standard
BA formulation.

We presented a variational technique for computing the input impedance
in realistic LWD sensors immersed in dissipative and inhomogeneous media.
The numerical results show that the technique presented herein can describe
the LWD tools accurately.

The CPU time and the required computer memory for numerically
solving the proposed kind of problems can be prohibitive, even in scaled
cases. Our proposal overcomes these problems and contributes to a better
understanding of the physical electromagnetic phenomena that occur in these
structures.

The limitations of the perturbational methods proposed in this research
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are related to the scatterer size and the abrupt variations of σ and µ; thus, the
electromagnetic effects of a small scatterer with constitutive parameters not
very different from those of the background media will be correctly represented
using the say BA and EBA solutions, as shown in Chapter 4.

An essential characteristic of MMT is that this method is presented as
a modal sum of eigenfields. When transmitter and receiver are very close to
each other (TX→RX), a large number of series terms are required until the
convergence. It may affect the performance of the impedance computation
considerably due to the proximity between the transmitter (infinitesimal coil)
and receiver (real antenna surface), especially for small dimension devices. The
same effect may be observed in the BA-based solutions when the scatterer is
near the RXs. This is because the scatterer acts as an equivalent source.

As future works, we propose the following recommendations:

– Further studies on EBA and other BA variants, it will require to
efficiently take advantage of the algorithms programmed in this thesis.
The study of more cases based on BA will allow us to have more
precise results and to evaluate cases with a greater contrast between
the background media and the scatterer medium.

– Extend the formulation proposed in this thesis, as well as EBA and others
related to BA techniques, to directional wells. Directional drilling prevails
in modern oilfields exploration. Being a topic of great industrial interest,
a detailed and in-depth study would have a great scientific contribution.

– Further studies on the modeling of the self-impedance of realistic anten-
nas other than the presented here, such as toroidal-coils and tilted-coil
antennas. They were not addressed in this thesis due to the lack of com-
putational resources or bibliographic examples to present a comparison
and validation of the method.

– Compare our BA results with full-wave solver to explore the limits
of the representativeness of the presented perturbational algorithm.
A comparison with FDTD or 3D-FEM is desirable; it requires an
electromagnetic simulation software such as COMSOL, and a powerful
computer, especially for solving the scatterer fields of non-symmetric
objects.

– Study on the depolarization dyadics [76, 77] to avoid the singularity
associated with the calculation of the fields within the source region,
that is, in the limit zs → zTX . It will also help us to avoid a great
computational effort in the vicinity of the vertical boundaries.
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A
Impedance Modeling of Some Typical LWD-Sensing Anten-
nas

A.1
Horizontal Electric Coil with Circular Cross-Section

Some LWD tools use arranges of coil antennas with circular cross-section
of radius ρ1 like the illustrated in Figure A.1. As presented in Section 6.3
horizontal coil excites only TM to z modes and we could use (6-7) to calculate
the input impedance. Considering the fact that ETE

φ is independent of φ, and
the current is constant along the antenna surface (6-7) can be solved by

Zin = − Js
I2

TX
2π

ˆ 2π

0
ETE
φ (γ)ρ dγ, (A-1)

where
ρ = ρ0 + ρ1 cos γ, (A-2)

z = z0 + ρ1 sin γ, (A-3)

γ = arctan
(
z − z0

ρ− ρ0

)
, (A-4)

where z0 and ρ0 are the coordinates of the center of the circle.
To calculate mutual impedance of a circular cross-section antenna, we

could applied the same parametrization above in (6-3) and (6-5).

Figure A.1: Horizontal electric coil with circular cross-section
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A.2
Tilted-Coil Antennas

A tilted-coil antenna as depicted in Figure 2.6 excites hybrid modes
with azimuthal index n 6= 0. Then, we should consider all the electric
fields associated with those azimuthal harmonics for computing the antenna
impedance. In the case of a square cross-section wire, the parameters ρ1 and
ρ2 are fixed trough φ, while z1 and z2 change with the azimuthal angle φ. In
this scenario, we can calculate the input impedance by using

Zin = − Js
I2

TX

[ ˆ 2π

0

ˆ ρ2

ρ1

E(ρ, z1, φ) ρ dρ dφ+ ρ2

ˆ 2π

0

ˆ z2

z1

E(ρ2, z, φ) dz dφ

−
ˆ 2π

0

ˆ ρ1

ρ2

E(ρ, z2, φ)ρ dρ dφ− ρ1

ˆ 2π

0

ˆ z1

z2

E(ρ1, z, φ) dz dφ
]
,

(A-5)
where

z1 = z0 −
∆
2 − ρ tan θT cos (φ− φT ), (A-6)

z2 = z0 + ∆
2 − ρ tan θT cos (φ− φT ), (A-7)

∆ describes the thickness of the antenna, φT and θT are the azimuthal and
elevation tilt angles, as illustrated in Figure 2.6.

For tilted antennas width circular cross-section we have

Zin = − Js
I2

TX

ˆ 2π

0

ˆ 2π

0
E(γ, φ) ρ dγ dφ, (A-8)

where ρ is defined in (A-2) and z is

z = z0 + ρ1 sin γ − ρ tan θT cos (φ− φT ), (A-9)

γ = arctan
[
z − z0 + ρ tan θT cos (φ− φT )

ρ− ρ0

]
. (A-10)

Similar process can be used to determine mutual impedance of tilted
antennas.
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