
IIntrodu
tionThe IP te
hnology was not primarily designed for the transport of real-time multimedia 
ontent and, as su
h, it presents 
hallenges when optimizingnetwork 
apa
ity, while meeting high quality standards for the audio andvideo 
ontents being transported. The present work 
on
erns 
hannel 
odingfor distribution of audio and video (A/V) servi
es over IP networks, morespe
i�
ally, servi
es in the form of MPEG-2 Transport Streams prote
ted withFountain Codes.The motivation for this work lies in the growing demand for video overIP in many 
urrent appli
ations. To mention a few examples, in the formof distribution of multimedia 
ontent over the Internet, as 
ontribution linksinside traditional broad
asters' networks or as standard and high de�nition
ontents transported in IPTV networks to the end 
ustomer.Let us start the introdu
tion of the s
enario with a brief des
riptionof the overall topology of an IPTV network. This is shown in �g. I.1 and isused to introdu
e the most important 
on
epts and evaluation me
hanismsemployed in the simulation s
enarios herein.The network presented in our example 
omprises a National Hub, whi
hre
eives 
ontribution signals, mostly over satellite, that will 
ompose theend programming, Lo
al Head-Ends, that re
eive the Main program over a
ore network and adds lo
al 
ontents to the same and, �nally, Multiplexinglo
ations where the streams are multiplexed together with other servi
es su
has broadband a

ess and voi
e, for distribution to the end user.In the National Hub, in the left-most portion of the �gure, dozens ofsatellite feeds are re
eived. These are typi
ally modulated a

ording to DigitalVideo Broad
asting � Satellite (DVB-S or DVB-S2) standards and transportmultiple MPEG-2 Transport Streams ea
h � su
h streams and its main
hara
teristi
s will be explained throughout this reading.The re
eived Transport Streams 
arry the audio and video (A/V) ser-vi
es of interest, whi
h are re-multiplexed into new streams and en
apsulated
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Chapter I. Introdu
tion 16into IP pa
kets, employing network proto
ols, typi
ally Real Time transportProto
ol (RTP) into User Datagram Proto
ol (UDP).The resulting IP string is transported to the Regional Remote Head-Ends(RRHE) through the servi
e provider's Core Network, typi
ally an IP/MPLSnetwork. In the RRHE, the Transport Stream is de-en
apsulated from thenetwork proto
ols and re-multiplexed with new servi
es, whi
h are lo
al tothe region where the RRHE is found. The string is pa
ketized ba
k into theappropriate network proto
ols and transported through the servi
e provider'sA

ess Network to lo
al distribution fa
ilities, where the IPTV servi
es are�nally multiplexed at IP level with other servi
es, su
h as broadband, typi
allyemploying a Digital Subs
riber Line A

ess Multiplexer (DSLAM), in order torea
h the end user set-top-box (STB) through the DSL lines.Su
h topology might fa
e some issues, whi
h generate quality impair-ments to the A/V servi
es rea
hing the end user that justify the deploymentof prote
tion s
hemes for the A/V 
ontent. Commonly observed issues arelisted hereunder:� The Core network is usually high speed, high 
apa
ity and robust, but thea

ess network 
onne
ted to it has less 
apa
ity and might be overloadedwith IPTV and broadband tra�
 and dis
ard pa
kets 
arrying IPTV
ontent. Jitter might also be present in this hop;� The last mile DSL 
ir
uit, feeding the end 
ustomer STB, su�ers moreoften from degradation, whi
h also generates pa
ket drops;� The servi
es that arrive at the Main Hub 
an be 
ompressed at ratesthat a�e
t the signal quality, a problem that is originated at the sour
eof the information;The aforementioned fa
tors 
an result in visual impairments in thede
oded video, su
h as the presen
e of pixelization and artifa
ts. These issues
an be translated into high rates of 
ustomer dissatisfa
tion and thus lessprogramming attendan
e, a�e
ting the servi
e providers' revenues.In order to dete
t su
h problems as soon as possible, parti
ular points inthe network 
an be 
ontinuously monitored, as indi
ated in the �gure. The setof measurements listed hereunder 
an be employed with this purpose:� Transport Stream Measurements;� Obje
tive Blo
king Artifa
t measurements;
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17 � IP pa
ket drops and jitter monitoring.Transport Stream measurements are typi
ally employed for monitoringthe in
oming feeds at the main Hub, for verifying its integrity prior to re-multiplexing it as a new Transport Stream and at the DSLAM fa
ilities, forverifying the integrity of the stream after its transport through the A

essNetwork, subje
t to pa
ket loss. A subset of these measurements will serve as
riteria for the analysis performed in the simulations presented in this workand the same are des
ribed in [23℄ and [2℄.The se
ond item, Blo
king Artifa
ts measurements, 
an be performed atthe main hub, for quality assuran
e of the in
oming servi
es, i.e. that thesewere not over 
ompressed at the sour
e. Blo
king Artifa
t measurementsare also 
ommonly employed at the output of a few samples of 
ustomergrade STB's, for monitoring the end user Quality of Experien
e (QoE).The obje
tive measurement employed in the simulations herein, for 
ompar-ison between a Fountain 
ode and Reed-Solomon s
hemes, 
an be found in [12℄.Finally, the third item, IP pa
ket drops and jitter monitoring, explainedin [5℄ and [22℄ , entitled Media delivery Index (MDI), whi
h 
onsider inter-arrival IP pa
kets jitter and IP pa
ket losses a
ross the network. This type ofmonitoring is 
ommonly employed for monitoring of A

ess Network re
ep-tions in the DSLAM fa
ilities, where pa
ket drops and jitter are more likelyto be observed.

Figure I.1: Typi
al IPTV ar
hite
ture
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Chapter I. Introdu
tion 18At this point, important impairments whi
h result from transport ofthe 
ontent through a real network with issues and methods of quantifyingthese were 
ited. It is now possible to employ these quanti�
ation methods forevaluation of di�erent 
hannel 
oding s
hemes.The traditional retransmission of dropped pa
kets, as in Automati
Repeat Request (ARQ) s
hemes, is not appli
able to real-time multi-media,due to the low-laten
y requirements of su
h 
ontents. Channel 
oding withprovision to re
over from pa
ket loss throughout the transport over IP is theright 
hoi
e for improving the overall 
ustomer QoE. Te
hniques involving wellknown blo
k 
odes, su
h as Reed-Solomon, are widely adopted by equipmentvendors and spe
i�ed in RFC's and standards.Fountain Codes are sparse graph 
odes, with properties that make itattra
tive for transport of multimedia over IP. These 
odes have �nite dimen-sion and in�nite blo
k length and so a rateless s
heme 
an be implemented,for s
enarios where the 
hannel 
onditions are unknown to the sender prior toinitiation of the 
ommuni
ation. The overhead requirements are also low inFountain 
oding s
hemes.This do
ument is organized as follows: 
hapter II presents a des
ription ofTransport Streams, whi
h is the 
ontent to be en
apsulated into IP proto
ols,fo
using in the parameters monitored in the simulations s
enarios of 
hapterIV. Chapter III, presents a model for the IP 
hannel and the methods forover
oming pa
ket drops and jitter adopted up to date.On
e the s
enario is mapped, the simulations and results are presentedin Chapters IV. and V respe
tively.Theoreti
al aspe
ts on Fountain 
odes 
an be found in Appendix A.This work is 
on
luded with the proposal of a Transport Stream rateadaptive 
hannel en
oder, that is presented in B and whi
h rate may adapt tothe importan
e of the 
ontent and �elds in the Transport Stream subje
t totransmission.
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